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The top quark is the heaviest fundamental particle observed to date. The mass of

the top quark is a free parameter in the Standard Model (SM). A precise measurement

of its mass is particularly important as it sets an indirect constraint on the mass of the

Higgs boson. It is also a useful constraint on contributions from physics beyond the SM

and may play a fundamental role in the electroweak symmetry breaking mechanism. I

present a measurement of the top quark mass in the dilepton channel using the Neutrino

Weighting Method. The data sample corresponds to an integrated luminosity of 4.3 fb−1

of pp̄ collisions at Tevatron with
√
s = 1.96 TeV, collected with the DØ detector. Kine-

matically under-constrained dilepton events are analyzed by integrating over neutrino

rapidity. Weight distributions of tt̄ signal and background are produced as a function

of the top quark mass for different top quark mass hypotheses. The measurement is

performed by constructing templates from the moments of the weight distributions and

input top quark mass, followed by a subsequent likelihood fit to data. The dominant

systematic uncertainties from jet energy calibration is reduced by using a correction from

`+jets channel. To replicate the quark flavor dependence of the jet response in data,

jets in the simulated events are additionally corrected. The result is combined with our

preceding measurement on 1 fb−1 and yields mt = 174.0±2.4 (stat.)±1.4 (syst.) GeV.
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Chapter 1

INTRODUCTION

The questions - what matter is made of, and what fundamental forces of the nature

are - have been challenging humanity over many centuries. First concepts of matter

come from the age of ancient Greece about two thousand year ago. In the atomist

philosophy of Democritus, it was postulated that matter is made of indivisible physical

particles. Those physical particles were called atoms. The atomist theory was a pure

philosophical speculation and had just a little of experimental support. The study of

matter would require experiment going to very small distances which was impossible at

the time. It also lacked strong theoretical foundations and therefore had no predictive

power. Nevertheless, the atomist theory was an ingenious attempt to describe matter in

terms of basic elementary constituents.

As time went by, new ideas and mathematically rigorous theories showed up. The

technical advance allowed carrying on complicated experiments to test such ideas as well

as derive new information about matter and interaction forces. Today, modern physics

states that matter consist of stucturless fundamental units called elementary particles.

Fundamental forces via which matter interacts arise from the exchange of such particles.

Elementary particles and their interactions are studied by a branch of physics named

particle physics. The current state of experimentation allows to perform studies at very

small distances of about 10−18 meters. This requires acceleration of particles to a very

high energy as compared to the masses of the particles involved. This is why very often

particle physics is called high energy physics (HEP). The relationship between mass and

energy is given by the famous Einstein’s equation, E = mc2.
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In particle physics, the theory that describes fundamental particles and their inter-

action is called the Standard Model (SM). It incorporates, in a single framework, all

known elementary particles along with most of the major interaction types known to

date. The interaction not included in the Standard Model is gravity. At the subatomic

level, the effects of gravity are very small and thus can be neglected as compared to the

other types of interaction.

The Standard Model not only explained the diversity of the particles known in the

early 1970s, but also predicted new ones. For example, it predicted the b-quark that was

observed in 1977, the W and Z bosons discovered in 1983, the tau neutrino that had been

found in 2000. The heaviest fundamental particle, the top quark, whose existence is also

predicted by the Standard Model, was observed in 1995. The last but yet unobserved

fundamental particle is the Higgs boson.

The mechanism of particles acquiring masses is given by the Standard Model, and

the Higgs boson plays a key role in this mechanism. The masses of the W and Z bosons

are generated through spontaneous symmetry breaking. The simplest way to induce this

breaking is the Higgs mechanism. The Higgs boson is a scalar particle predicted by the

mechanism. The mass of the Higgs boson, however, is not specified. While the Standard

Model does not predict the mass of the Higgs boson, it establishes a relationship between

masses of the top quark, the W boson and the Higgs boson. The relationship allows

us to set an indirect constraint on the Higgs boson mass. The direct searches of Higgs

conducted by CERN experiments indicates that the boson has to be a heavy object with

the lower mass bound of 114 GeV [1].

Although the SM predicts masses of the W and Z bosons, the masses of such particles

as the bottom and top quark are not provided. The fermion masses are free parameters

of the Standard Model and need to be determined experimentally.
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The knowledge of the top quark mass and mass of the W boson not only limits the

possible mass range of Higgs, but it also constitutes a consistency test of the Standard

Model in many aspects. Early results of the top quark mass measurement showed that

this quark is the most massive particle known. The purpose of the analysis presented

in this thesis is to perform a precise measurement of the top quark mass in dilepton

final states on the data from the DØ experiment. Because of its heaviness, the top

quark is a sensitive tool for studying the Higgs boson. It also may play a special role

in the electroweak symmetry breaking of the Standard Model. Additionally, the precise

measurement of the mass of the top quark also sets useful constraints on the theoretical

models that extend the Standard Model. The analysis of this thesis is the most precise

measurement of the top quark mass in the dilepton channel to the date. The achieved

measurement uncertainty is 1.6%.
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Chapter 2

THEORETICAL OVERVIEW

This chapter provides an overview of the Standard Model, and also details theoretical

aspects of the top quark. The general discussion of the SM and its main components -

the electroweak interaction (EW), Higgs mechanism and electroweak symmetry breaking,

quantum chromodynamics (QCD) - are presented in Section 2.1. Section 2.2 describes

the physics of the top quark: its properties, production and decay modes, mass definition

etc. The place of the top quark in the SM and beyond as well as the connection to the

Higgs boson are also discussed in Section 2.2.

2.1. The Standard Model

The Standard Model is a modern theoretical framework to describe fundamental

particles and their interactions. It consists of two theories that are based on quantum

mechanics and special relativity. The SM combines three out of four fundamental in-

teractions: electromagnetic, weak and strong. Gravitation has a very weak strength as

compared to other forces. It does not have a substantial effect in high energy physics

experiments.

According to the SM, matter comes in two classes - quarks and leptons. The pri-

mary difference between quarks and leptons is that quarks interact through the weak,

electromagnetic and strong strong force, while leptons interact only by weak and electro-

magnetic force. For each quark and lepton, the SM predicts also its antiparticle that has

the same mass but the opposite charge. To distinguish the particle and its antiparticle,

a bar is usually placed over the particle symbol indicating that this is an antiparticle.
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The quarks and leptons are fermions, i.e. they have half a unit of intrinsic angular

momentum, or spin. The forces are mediated by gauge bosons (photon γ,W±, Z, gluon

g). The bosons have integer spin and are described by quantum gauge-field theories.

The masses of particles in the SM are believed to arise from interaction with a special

quantum field called the Higgs field. The quantum of this field is named the Higgs boson

(H) and may have been observed at the Tevatron and LHC [2], [3].

The leptons and quarks are organized in three generations. Across the generations,

the quarks and leptons have all properties identical except for their masses and flavor

quantum numbers. There are six flavors of quarks: up (u), down (d), charm (c), strange

(s), top (t) and bottom (b). Similarly, there are six flavors of leptons: electron (e) and

electron neutrino (νe), muon (µ) and muon neutrino (νµ), tau (τ) and tau neutrino (ντ ).

The leptons and quarks split into generations, as illustrated in Figure 2.1. For example,

electron, muon and tau are identical but have different mass and lepton flavor quantum

number. There are three lepton flavors: electron (Le), muon (Lµ) and tau (Lτ ). In

all processes except neutrino mixing, lepton flavor is conserved quantum number. The

lepton flavor and charge of all SM leptons are given in Table 2.1. The six flavors of

quarks are characterized by charge (Q), strangeness (S), charm (C), beauty (B) and

truth (T ). Analogously to the leptons, Table 2.2 provides a classification of all SM

quarks.

At the most basic level, ordinary matter consists entirely of particles from the first

generation, i.e. the u, d quarks and electrons. Although neutrinos in the SM are

considered massless, indirect experimental results indicate that they have small, but

non-zero mass. For the most of high energy physics experiments, however, neutrinos can

still be considered to be massless. The more massive particles from the second and third

generations cannot serve as building blocks of stable matter. Due to their heaviness, they

rapidly decay to the quarks and leptons from the first generation via weak interactions.
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Table 2.1. Charge and lepton flavor for three generations of leptons.

Lepton Q Le Lµ Lτ

1st generation

e -1 1 0 0

νe 0 1 0 0

2nd generation

µ -1 0 1 0

νµ 0 0 1 0

3rd generation

τ -1 0 0 1

ντ 0 0 0 1

Table 2.2. Charge and flavor quantum numbers for three generations of quarks.

Quark Q S C B T

1st generation

u 2/3 0 0 0 0

d -1/3 0 0 0 0

2nd generation

c 2/3 0 1 0 0

s -1/3 -1 0 0 0

3rd generation

t 2/3 0 0 0 1

b -1/3 0 0 -1 0
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The u and d quarks are often called light quarks. Sometimes, depending on the context,

the c and s quarks can be also referred as light quarks. The c and s quarks are not

massive if compared to b and t.
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Figure 2.1. Fundamental particles of the Standard Model. Matter particles are the

quarks and leptons. Force mediators are the gauge bosons.

Similarly to classical mechanics, the SM is described by a Lagrangian that is con-

structed from quantum fields. It is common in physics for symmetry to play a very

important role, and this is also the case for the SM. According to Noether’s theorem, if

a Lagrangian is invariant under some symmetry transformation, there must exist some
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conserved quantity. Thus, for example, the space-time symmetry of special relativity

leads to conservation of energy and momentum. The invariance of the SM Lagrangian

under local gauge transformations results in such conserved quantities as color (C), weak

isospin (L), and weak hypercharge (Y ). The standard approach describing symmetries is

group theory. In the language of group theory, the SM Lagrangian is determined by lo-

cal SU(3)C ×SU(2)L×U(1)Y gauge invariance. The SU(3)C subgroup describes strong

interactions between quarks and gluons. The SU(2)L × U(1)Y subgroup is responsible

for describing electroweak interactions. The model of electroweak interactions was pro-

posed by Weinberg [4] and Salam [5]. It unifies electromagnetic and weak interactions

incorporating massive bosons (W±, Z).

The SM gauge group is characterized by three coupling constants: g1 =
√

5/3g′ for

U(1)Y , g2 = g for SU(2)L, and g3 = gs for SU(3)C . The coupling constant defines

the strength of the interaction, and at low energy the relationship between constants is

g3 > g2 > g1.

Table 2.3 lists the four fundamental interactions, their mediators and the particles

the forces act on. All fundamental particles in the SM and their properties are shown

in Figure 2.1.

If the coupling constant is small, the perturbation theory is employed to calculate

interaction processes of the SM. The evolution of states is described using the S-matrix

formalism suggested by Heisenberg [6]. A physical process is given as an expansion of

the S-matrix by an infinite power series in the coupling constant. A small coupling

constant assures us that the next order term is small as compared to the previous one.

An approximate result is obtained by cutting off the series after several terms when

the next correction term is considered very small and can be neglected. The terms of

the perturbative S-matrix can be graphically visualized. Such a pictorial representa-

tion in momentum space is called a Feynman diagram, named in honor of its inventor
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Table 2.3. The fundamental interactions in nature. The strength of an interaction is

given in relationship to the strong interaction which is taken as unity.

Interaction Carrier Interacting particles Strength Range (m)

Strong Gluons (g) Quarks 1 10−15

Electro-
Photon (γ)

Electrically
10−2 ∞

magnetic charged

Weak W±, Z0 Quarks, leptons 10−6 10−17

Gravitation
Gravitons Particles

10−43 ∞
(hypothetical) with m > 0

Richard Feynman. An example of a Feynman diagram contributing to electron-positron

scattering is shown in Figure 2.2.

The lowest order Feynman diagrams contain no loops, and are called tree-level dia-

grams. In a tree-level diagram, each vertex is connected to every over vertex by only one

internal line. Higher order diagrams that do contain loops are also known as radiative

corrections.

The minimal version of the SM has only 19 free parameters. Using that relatively

small set of parameters, the SM successfully describes fundamental interactions and the

elementary constituents of matter. Within its framework, it predicts the results for a

wide range of high energy physics experiments. Despite its remarkable achievements, the

SM still leaves many unresolved issues. For example, it predicts an infinite mass for the

Higgs boson if computed beyond the tree level. Precise calculation of the Higgs boson

mass requires calculation of radiative corrections. However, the corrections turn out to

be quadratically divergent, and thus take the Higgs mass to infinity. This problem is

known as hierarchy problem, and is not solved within the framework of the SM.
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Figure 2.2. Second-order Feynman diagram representing e+e− pair annihilation to a

virtual photon γ with subsequent re-emission.

Although the SM is a successful theoretical approach in describing fundamental par-

ticles and interactions, it’s obviously not a complete theory. The SM is believed to be

the part of a more encompassing theory that is a joint description of all four fundamental

interactions.

2.1.1. The Electroweak Theory

The Electroweak theory is a gauge theory that combines the electromagnetic and

weak interactions. The development of the EW theory was one of the major achieve-

ments of 20th century physics. The description of the electroweak interaction is based

on the SU(2)L × U(1)Y gauge symmetry group. The SU(2)L symmetry leads to con-

servation of weak isospin L while U(1)Y results in hypercharge Y conservation. At low

energies, the electromagnetic and weak interactions differ significantly. They have differ-

ent interaction ranges and interaction strengths. At high energies, however, they merge

into a single electroweak interaction. Because the electromagnetic and weak forces be-
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come indistinguishable from each other, they are described within the single EW theory

that unifies the interactions.

The part of EW theory that describes the electromagnetic interactions is called Quan-

tum Electrodynamics (QED). Due to local U(1)Y gauge invariance, the electromagnetic

interaction is mediated by only one gauge boson, the photon (γ). The photon is a

massless particle that couples to electrically charged particles. Because of its zero mass,

the range of the electromagnetic interaction is infinite. The electromagnetic coupling

constant equals g1 = 1/137 in the region of low energies. This allows us to calculate

QED processes with perturbation theory and Feynman diagrams. The small increase of

the electromagnetic coupling constant with energy also assures us that the perturbative

approach is valid in the high energy regions.

The W± and Z are the gauge bosons of the weak force. The range of the weak

interaction is found to be very small. This indicates that W± and Z are very massive

objects. As it is measured experimentally, masses of W± and Z are 80.4 GeV [7] and 91.2

GeV [8] respectively. Due to their large masses they quickly decay to other elementary

particles and cannot be observed directly. Since W± are electrically charged they couple

to a photon, and both W± and Z couple to fundamental fermions which all carry a

non-zero weak isospin.

The carriers of the weak interaction, W± and Z, are exactly analogous to the photon.

Normally, they are also required to be massless and act like photons. This is, however,

not consistent with the observations. The gauge invariance requires not only W± and Z

to be massless but also leads to the fermions having mass equal zero. The mathematical

approach to generate particles masses is implemented through the idea of “spontaneous

symmetry breaking”. The spontaneous breaking of the gauge symmetry produces masses

for the gauge bosons leaving electromagnetism as the only unbroken gauge symmetry.

The result of the unbroken gauge symmetry in QED - a massless photon - is consistent
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with experiments.

2.1.2. Spontaneous Symmetry Breaking and The Higgs Mechanism

Each of the gauge bosons in the EW theory is represented by a vector field. There

are three vector fields, Aiµ (i = 1, 2, 3) for SU(2)L part, and one Bµ for U(1)Y . The

requirement that the Lagrangian has to be gauge-invariant does not allow mass terms

in the Lagrangian like m2AµA
µ. Since the term m2AµA

µ is not gauge invariant, the

carriers of gauge fields are required to be massless.

To generate masses for all EW gauge bosons except the photon, the theory is spon-

taneously broken via the Higgs mechanism. The theory is called spontaneously broken

when the Lagrangian is invariant under gauge transformations but the vacuum state

(i.e. the state of minimum energy) is not. For the SU(2)L×U(1)Y gauge symmetry, the

simplest way to achieve spontaneous symmetry breaking is to introduce an isodoublet

of complex scalar fields

φ(x) =

 φ+(x)

φ0(x)

 (2.1)

that has a non-zero vacuum expectation value < φ(x) >0 6= 0. The φ+(x) and φ0(x) in

φ(x) are the charged and neutral scalar, respectively. The Lagrangian associated with

the Higgs doublet can be written as follows

L = (Dµφ(x))†Dµφ(x) + µ2φ(x)†φ(x)− λ(φ(x)†φ(x))2 (2.2)

where Dµ = (∂µ + ig
2
σiA

i
µ + ig

′

2
Bµ), and σi are the Pauli matrices. The parameters µ

and λ satisfy µ2 < 0, and λ > 0.

By assigning a non-zero vacuum expectation value
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< φ(x) >0=< 0|φ(x)|0 >=
1√
2

 0

v

 (2.3)

where v =
√

µ2

λ
, the ground state explicitly breaks SU(2)L×U(1)Y symmetry to U(1)Q

of electromagnetism, leaving the photon massless. The perturbations around the ground

state may be written as

φ(x) =
1√
2

 0

v + h(x)

 (2.4)

where h(x) is the scalar Higgs field. The excitation of h(x) is the Higgs boson. The

deviation from vacuum is fully parameterized by Equation (2.4).

By substituting the vacuum expectation value into the Lagrangian from Equation

(2.2), the masses generated for the gauge bosons can be determined

MW =
1

2
gv (2.5)

MZ =
1

2

√
g2 + g′2v (2.6)

MA = 0 (2.7)

with the physical states defined in terms of Aµ and Bµ as follows

W±
µ =

1√
2

(A1
µ ∓ iA2

µ) (2.8)

Zµ =
1√

g2 + g′2
(gA3

µ − g′Bµ) (2.9)

Aµ =
1√

g2 + g′2
(g′A3

µ + gBµ) (2.10)

Introducing the Weinberg mixing angle defined as tan θW = g′

g
, Equations (2.9) and

(2.10) can be written as
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Zµ = cos θWA
3
µ − sin θWBµ (2.11)

Aµ = sin θWA
3
µ + cos θWBµ (2.12)

Using Equations (2.5) and (2.6), the relationship between masses of the W and Z

bosons can be established as follows

MZ =
MW

cos θW
(2.13)

The mixing angle is the only measurable parameter that allows us to probe the

symmetry-breaking mechanism. The SM also provides the relationship between coupling

constants, mixing angle and the electromagnetic charge e

e = g sin θW (2.14)

e = g′ cos θW (2.15)

The value of the mixing angle can be determined, for instance, through measure-

ment of a parity-violating asymmetry in scattering of longitudinally polarized elec-

trons [9]. The measurement was performed on a fixed unpolarized targets yielding

sin2 θW = 0.2397± 0.0010 (stat.)± 0.0008 (syst.).

Knowing the W mass [7] and the sin2 θW value, mass of the Z boson can be calculated

by Equation (2.13). The measured value of the Z boson mass [8] is in good agreement

with the theoretical prediction. The Higgs Mechanism therefore was validated when the

Z boson was discovered.

Using the relationship between the Fermi constant and the W mass

GF =

√
2g2

8M2
W

(2.16)
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the vacuum expectation value for the Higgs field can be obtained by inserting MW from

Equation (2.5), giving

v =
1

(
√

2GF )1/2
(2.17)

By plugging in the measured value of GF = 1.6637 · 10−5 GeV−2 [10], the vacuum

expectation value is found to be v = 246.22 GeV. Using Equations (2.16), (2.13), (2.14),

MW and MZ can be expressed in terms of GF , e, and θW as follows

MW =
e

sin θW (
√

32GF )1/2
(2.18)

MZ =
e

sin(2θW )(
√

32GF )1/2
(2.19)

Taking into the account the relationship between fine structure constant α and the

electromagnetic charge, α = e2

4π
, MW and MZ can be expressed in fundamental physical

constants only

MW =
1

sin θW

(
πα√
2GF

)1/2

(2.20)

MZ =
1

sin(2θW )

(√
8πα

GF

)1/2

(2.21)

The model also provides masses of fermions through their Yukawa coupling yf to the

Higgs field

mf =
yf√

2
v (2.22)

where yf is the Yukawa coupling. Since the fermion couplings are not known, the masses

of fermions are parameters of the model. In addition to generating the fermion masses,

the couplings produce mixing between mass eigenstates and the weak-interaction eigen-
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states. This allows for flavor-changing interactions and the fermions of heavy families

may decay to the lighter fermions.

The mass of the Higgs boson is given through the unknown parameter λ

MH = λv (2.23)

and therefore MH is a parameter of the model as well. All other particles that do not

interact the Higgs field according to the SM - the photon and gluons - remain massless.

The process of acquiring masses by fermions can be described in analogy of light

traversing matter. When light propagates through matter, it slows down due to the

index of refraction. Similarly, particles that do not interact with the Higgs field are

massless, and therefore propagate at the speed of light. In contrast, particle interacting

with the Higgs field experience “a drag” and thus cannot propagate at the speed of

light. The drag arising from interaction with the Higgs field is equivalent to the particle

acquire a mass.

2.1.3. Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the local gauge theory that describes strong

interactions. The description of the strong interaction is based on the SU(3)C gauge

symmetry group, which results in conservation of a quantum number called color charge,

or just color. The color charge is a property of quarks and gluons. Particles of different

color are experimentally indistinguishable. There are three color charges - red, green,

or blue - and their anticolors - antired, antigreen, antiblue. The mediator of the strong

interaction is a gluon. The gluon is a massless gauge boson that contains two color

indices. Due to properties of the SU(3)C symmetry group, there are eight colored

gluons. By exchanging gluons, the strong force is mediated between quarks that are also

colored objects. Unlike the photons that do not carry electric charge, gluons carry a
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color charge and may interact with each other.

As opposed to QED, the strength of the strong interaction g3 increases with increase

in distance between interacting particles. The color-charged particles cannot be sepa-

rated by a distance larger than the size of a hadron (10−15 m). For this reason, quarks and

gluons are never observed as free particles, but instead, they exist only inside composite

colorless particles. This phenomenon is called color confinement, or just confinement.

Such composite particles are called hadrons. There are two types of hadrons: mesons

and baryons. The mesons are the bound-state of a quark and antiquark in such way

that their color charges cancel. The baryons contain three quarks with the neutral, or

“white”, total color charge. For instance, the proton and neutron are baryons. Their

bound states are uud and udd respectively. The π+ is a meson and made of ud̄ combi-

nation. In nuclear physics, mesons serve as the carriers of the nuclear force that holds

together protons and neutrons in a nucleus.

The fundamental property of QCD is asymptotic freedom. The idea of asymptotic

freedom is that at large energies or very small distances, the strength of the strong

interaction g3 decreases. To the lowest order of calculations, it had been found [11] that

g3(Q2) =
1

β0 ln(Q2/Λ2
QCD)

(2.24)

where β0 is a quantity depending on the number of quarks that contribute to the cal-

culation, Q is the momentum transfer involved in the interaction, Λ2
QCD is a constant

reflecting some reference scale. The value is found experimentally ΛQCD = 200 MeV.

The dependence of g3 on Q2 is called a running coupling constant. At large values of Q2,

Q2 � Λ2
QCD, the coupling constant is small and thus enables perturbative expansion in

terms of g3. For instance, at Q2 ' M2
Z , the coupling constant is g3(M2

Z) = 0.12 [12].

The part of QCD that can be calculated using perturbation theory is sometimes referred

as perturbative QCD, or just pQCD. As Q2 is decreasing, the coupling constant grows -
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already at Q2 = 4 GeV2, g3(Q2) = 0.32. When Q2 is of the order of Λ2
QCD, Q2 ∼ Λ2

QCD,

the coupling constant becomes very large, and calculations in series of g3 are not pos-

sible any longer. Thus, ΛQCD is a constant that sets the scale at which QCD becomes

non-perturbative. It is also used to separate heavy quarks from light quarks. The heavy

quarks satisfy the condition m� ΛQCD, where m is the quark mass. At collider exper-

iments, such as Tevatron, the momentum transfer is high and pQCD calculations can

be employed. In the region of low energies, often referred as soft QCD, the approach

of pQCD is not applicable, and the calculations may be performed numerically using

Lattice Field Theory in combination with Monte Carlo methods. In Lattice QCD, the

calculations are performed at discrete space-time points on a lattice, and the results are

obtained by extrapolating lattice spacing to zero.

The validity of QCD in the perturbative regime has been tested in many experi-

ments. So asymptotic freedom justifies QCD parton model and the color charge that

were originally introduced to describe wide variety of hadrons. The running coupling

constant also explains asymptotic freedom at large momentum transfer and the parton

confinement at small distances.

2.2. The Top Quark

Once the τ lepton had been found in 1976, a strong theoretical argument indicated

the existence of a third generation of quarks. One of them was observed already in 1977

and is named the bottom quark, or the b-quark. To establish weak isospin state of the b-

quark, the partial decay width of the Z → bb̄ process was derived from the measurements

of Rb = Γb/Γhad [13] and Γhad [14]. The derivation yields Γb(Z → bb̄) = 388 ± 13 MeV

and the result agrees with the SM prediction Γthb (Z → bb̄) = 378± 3 MeV [15] assuming

L3 = −1/2 for the weak isospin. This indicates the doublet state of the bottom quark

and implies the existence of the b-quark weak isospin partner with L3 = 1/2 that is called
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the top quark. The searches for the top quark started in the late 1970’s and finished

with its discovery in 1995 [16], [17].

The initial expectation for the top quark mass was about 30 GeV. However, the newly

built Spp̄S collider at CERN that ran until the mid-1980’s ruled out this possibility. In

1993, the CDF experiment at Fermilab had set a lower limit on the mass at 91 GeV

[18]. The DØ experiment in 1994 excluded masses up to 131 GeV [19]. The first

measurement of the top quark after its discovery in 1995 was mt = 176.0 ± 8 (stat.) ±

10 (syst.) GeV by CDF [17] and mt = 199.0+19
−21 (stat.) ± 22 (syst.) GeV by DØ [16].

The latest Tevatron average mass of the top quark that combines the results from the

DØ and CDF experiments is mt = 173.1± 1.3 GeV [20].

Due to its massiveness, the top quark has an extremely short lifetime. An indirect

constraint on the top quark lifetime τt can be established by measuring its total decay

width Γt. The lifetime is inversely related to the width, i.e. τt = 1/Γt. The latest

measurement [21] from the DØ experiment for a top mass of 172.5 GeV provides Γt = 2.0

GeV that translates into τt = 3.29 × 10−25 s. The top quark lifetime is significantly

shorter than the time needed for the quark to interact through the strong interaction

and form a hadron such as tt̄ meson. The typical time needed for the quark to form

a hadron is τhad ≈ Λ−1
QCD. Using the value of ΛQCD from the previous section, it can

be found to be that τhad = 5.23 × 10−25 s. As it can be seen, the top quark lifetime is

almost two times shorter than the hadronization timescale.

The very short lifetime allows us to study the quark before hadronization occurs.

For instance, it enables study of the spin correlation between the top and antitop quark

when they are produced in pairs. The total spin of the top and antitop, as well as total

spin of their decay products, in such a case is conserved.

The charge of the top quark predicted by the SM equals 2e/3. The measurement of

top quark charge [22] by the DØ experiment shows that the observed charge is consistent
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with the SM prediction. The hypothesis of an existence of the exotic top quark with the

charge 4e/3 [23] is ruled out at the 92% confidence level.

The top quark is the only quark whose mass is of the order of the electroweak

symmetry breaking scale, i.e. v = 246.22 GeV. The masses of all other fermions are

smaller in the SM by at least two orders of magnitude and more. Using Equation (2.22),

the Yukawa coupling of the top quark to the Higgs can be expressed as follows

yt =

√
2mt

v
(2.25)

By plugging in the numbers for the mass and vacuum expectation value, the coupling

is found to be yt = 0.996± 0.008. The fact that yt is very close to unity may indicate a

fundamental role of the top quark in the electroweak symmetry breaking mechanism.

2.2.1. Top Quark Production

There are two production modes of the top quark: in pairs via strong interactions,

and as a single quark via electroweak interactions. Top quarks pairs are produced either

through quark-antiquark annihilation, or gluon-gluon fusion. The main leading-order

(LO) Feynman diagrams for the strong interaction mode are shown in Figure 2.3.

To the leading-order of QCD calculations, the tt̄ production results from quark-

antiquark annihilation about 85% of the time; the remaining 15% comes from gluon-

gluon fusion. The top quark production cross-section can be calculated using perturba-

tive expansion. Recent theoretical calculations [24], [25] predict that for the top quark

mass mt = 171 GeV, an inclusive top quark pair production cross section at
√
s = 1.96

TeV is 7.62 pb. A total uncertainty in the calculations is dominated by the PDFs and

is estimated to be less than 10% for the NNLO calculations.

The EW production of a single top quark occurs either via the decay of the virtual

W boson to the top and bottom quarks in the s-channel, or via the exchange of the
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Figure 2.3. The leading order Feynman diagrams for tt̄ production: quark-antiquark

annihilation (qq̄) and gluon-gluon fusion (gg).

virtual W between a light quark and a bottom quark in the t-channel. The leading

order Feynman diagrams for the electroweak production mode are shown in Figure 2.4.

A third possible production channel for a single top proceeds via both the s-channel

and t-channel in which the top quark is produced together with a W boson. Because of

its very small cross section, this process is not considered.

The cross-section rate for the electroweak production mode at Tevatron is measured

[26] to be σt = 3.43+0.73
−0.74 pb. Although the single top quark cross section is only about two

times smaller than that for the top quark pair, the single top quark has an extremely large

background contribution. The rate for the background processes are more than thirty

times larger than that for the top quark pair events. In particular for this reason, the

21



Figure 2.4. The leading-order Feynman diagrams for the electroweak production of a

single top quark: s-channel (left), t-channel (right).

analysis of this thesis was performed on the tt̄ events produced via the strong interactions.

2.2.2. Top Quark Decay

Due to the extremely short lifetime, the top quark decays so quickly that it can only

be detected indirectly. An indirect observation of the top quark is performed via its

decay products. According to the SM, most of the time the top quark decays through

the electroweak interaction. In the electroweak model with one Higgs doublet, the top

quark is expected to decay approximately 99.8% of the time to the W boson and b-quark

[12]. The decay to s or even d-quark is allowed by the SM, but the probability for such

processes to occur is extremely small. Thus the process t→ W+b is the dominant decay

mode. Analogously for the antitop, the dominant decay mode is t̄→ W−b̄.

After the W boson and b-quark are produced in the top quark decay, their further

decay takes place. The b-quark hadronizes to a jet of the hadrons with one of the hadrons

in the jet being a b-hadron. The W boson decays into a lepton and neutrino, W → `ν,
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or to two quarks, W → qq′. The final states of the tt̄ event are dictated by the possible

decay modes of the W boson. The branching ratios of the W boson to various fermions

define the relative rates of the tt̄ final states. According to the decays of two W bosons

from the top quark pair, the events can be divided into the following final states:

• All hadronic. Both W bosons decay to quarks W → qq′ that subsequently turn

into jets of hadrons. Since the quark pairs coming from each W can have three

different combinations of color and anti-color, the all-hadronic final state branching

ratio is much higher than the others, accounting for about 46% of tt̄ events. Besides

a high uncertainty on the measured energy of a jet, the channel also suffers from

large multijet QCD background. The all-hadronic events are characterized by four

energetic jets. The channel decay reaction can be written as tt̄→ qq̄′ + q′′q̄′′′ + bb̄.

• `+jets. One of the W bosons decays to lepton and neutrino, W → `ν, and

the other into two quarks, W → qq′. The lepton ` can be an electron e or a

muon µ. The decay mode, W → τν → e(µ)νν̄, cannot be distinguished from the

direct W decay to e or µ, W → e(µ)ν. This case is therefore also included. The

`+jets channel is characterized by an isolated high-energy lepton, four energetic

jets and a resulting large momentum imbalance due to an undetected neutrino. The

`+jets channel appears in 45% of tt̄ events. The channel has modest background,

primarily from W+jets and QCD multijets events, and large signal statistics. The

kinematic parameters of an undetected neutrino can be fully reconstructed to

within a quadratic ambiguity from the measured kinematic quantities of other

objects in the `+jets event. The channel decay reaction can be written as tt̄ →

`ν̄ + qq̄′ + bb̄.

• Dilepton. Both W bosons decay leptonically W → `ν producing a pair of lep-

tons in the final state. The pair of leptons can be ee, eµ, or µµ. Similarly to

the `+jets channel, the W decay mode, W → τν → e(µ)νν̄, is also included.
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The dilepton channel is characterized by two isolated leptons with large trasverse

momentum, two or more energetic jets and large momentum imbalance. Unlike

the `+jets channel, the dilepton event cannot be uniquely reconstructed from the

measured kinematic properties of the other event objects. The channel has a very

distinct signal signature and low contamination from the background. The dilep-

ton channel accounts approximately 9% of tt̄ events. Although the dilepton mode

suffers from low signal statistics, its final state contains isolated high-energy lep-

tons with precisely reconstructed kinematic parameters that can be used in the

mass analysis. The channel decay reaction can be written as tt̄→ ` ¯̀′ + ν̄ν ′ + bb̄.

τ+τ   1%

τ+µ   2%

τ+e   
2%

µ+µ   1
%

µ+e  
 2%

e+e 
  1%

e+jets 15%

µ+jets 15%

τ+jets  15%

"alljets"  46%

"lepton+jets""dileptons"

Top Pair Branching Fractions

Figure 2.5. The tt̄ decay modes and their respective branching ratios.

The branching ratio for each individual of tt̄ decay is given in Figure 2.5.
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2.2.3. The Definition of Mass

The mass of a particle is one of the fundamental parameters in the SM. Nevertheless

its definition is often non-trivial, especially for the quarks. Unlike many other fundamen-

tal particles, quarks are never observed as free particles. Instead, quarks are confined

in mesons and baryons. The exception is the top quark that decays before hadroniza-

tion occurs. The mass of a quark is usually defined by a certain physical concept that

incorporates quark influence on hadronic properties. Hence the definition of mass is a

complex one and has to be referenced to the particular theoretical prescription.

While computing values for physical quantities such as scattering amplitudes, a spe-

cial factor called a Feynman propagator plays an important role. Thus, according to the

Feynman rules, for each internal line, a factor

f(q) =
i

q2 −m2 + iε
(2.26)

is assigned, where q is the four-momentum q = (E, ~p ) carried by the line in the diagram.

The parameter ε is an infinitesimally small positive quantity that is usually taken to zero

at the end of the calculations. Equation (2.26) represents the Feynman propagator in

the momentum space for the scalar particle.

One of the mass definitions is called the pole mass and related to the position of the

divergence of the propagator. The pole mass is defined as the real part of the pole in

the top quark propagator. When the denominator of the propagator f(q) vanishes, i.e.

q2 = m2, this leads to the mass-shell condition. The mass-shell condition corresponds

to a free particle with momentum ~p and energy E, and satisfies the relativistic equation

E 2 = ~p 2 +m2. In this case, the parameter m is the pole mass of the particle mQ. The

pole mass seemed to be the most natural perturbative definition of the quark mass.

When calculations are performed at the higher orders and loop diagrams are in-

cluded, the perturbative corrections may become infinite. To avoid those infinities and
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make physical quantities finite, a special procedure called renormalization is employed.

Renormalization is a particular subtraction approach that allows to absorb the infinities

from the perturbative calculations. The most commonly used renormalization approach

for pQCD is called the modified Minimal Subtraction scheme, or MS scheme. While

removing the infinities, the renormalization also redefines the mass of the particles. In

general, the mass parameter depends on the renormalization scheme used as well as

on the renormalization scale parameter µR. After all the infinities are removed by the

subtraction and mass is redefined, the behavior near the mass-shell point is similar to

that in the pole scheme, i.e. i
q2−m2

Q(m2
Q)

, where mQ(m2
Q) is the redefined the MS mass

parameter [27], [28] evaluated at a scale equal to the mass. The choice of MS mass is

often more plausible for radiative corrections calculations.

The relationship between the pole mass mQ and the MS mass mQ(m2
Q) is known up

to the three loop level. To second order in αs, the pole mass and MS mass are related

as follows

mQ = mQ(m2
Q)

(
1 +

4αs(m
2
Q)

3π

)
(2.27)

where αs(m
2
Q) is the strong interaction coupling constants in the MS scheme evaluated

at mass scale m2
Q.

For heavy quarks, the mass results are given either as the pole mass, or as the MS

mass. In the analysis of this thesis, theoretical predictions are performed in the pole

mass scheme, and hence the result is quoted as the pole mass.

2.2.4. Top Quark in SM and beyond SM

The mass of the Higgs boson is not predicted by the Standard Model. However,

precise measurement of the top quark and W boson mass allow us to set a powerful

constraint on the Higgs boson mass. Within the SM, the masses are related by radiative
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corrections to the mass of the W boson. The next-to-leading-order (NLO) Feynman

diagrams, or radiative corrections to the MW , are shown in Figure 2.6.

Figure 2.6. Representative Feynman diagrams for the radiation corrections.

The mass of the W boson in Equation (2.20) is computed at tree level. At one-loop

level, the mass of the W boson acquires a finite radiative corrections, ∆r, as follows

MW =
1

sin θW

(
πα√

2GF (1−∆r)

)1/2

(2.28)

Up to the two loop diagrams, the correction ∆r is given [29] as

∆r =
α

π sin2 θW

(
− 3

16 sin2 θW

m2
t

m2
W

+
11

48
ln
m2
H

m2
Z

)
+ 0.07 (2.29)
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As it can be seen, ∆r depends quadratically on mt and logarithmically on mH . By

plugging in Equation (2.29) to (2.28), it is possible to derive the relationship between

mW , mt, mZ , α, sin θW and mH . Given the values for α, sin θW and mZ , precise mea-

surement of mW and mt imposes the constraint on the mass of the Higgs boson, mH .

Figure 2.7 from Ref. [30] shows the mass of the W boson versus mass of the top quark.

The blue ellipse indicates the constraints on mW and mt at 68% confidence level based

on the data from Tevatron and LEP-II as of 2009. The dashed red contour is the con-

straint set by LEP-I and SLD. Green bands represent the theoretical constraint from

the SM obtained for a region of the Higgs mass. The Higgs mass mH > 1000 GeV is not

favored by the SM and thus is excluded theoretically. The ranges with mH < 114 GeV,

and 158 < mH < 175 GeV are excluded by direct Higgs searches.

The recent Tevatron combination of the top quark mass mt = 173.1± 1.3 GeV [20]

and the world average mass of the W boson mW = 80.399±0.023 GeV [31] are consistent

within the Standard Model framework. The results also indicate that the Higgs boson

is likely to have a small mass. A better precision of the top quark and W mass would

provide us a better constraint on the Higgs boson mass.

In addition to setting a constraint on the Higgs mass, the precise knowledge of mt is

important for testing QCD tt̄ production. The tt̄ cross section strongly depends on mt.

Disagreement between the measured cross section and theoretical prediction can be a

sign of contributions from outside the SM. If the measured cross section is higher than

the SM prediction, it may indicate a special role of the top quark in the electroweak

symmetry breaking mechanism, such as in [32], [33].

In such extensions, the scalar Higgs field is removed in favor of new interactions that

provide the observed mass spectrum. The symmetry breakdown occurs as a dynamical

mechanism involving the top quark. For instance in the top condensation mechanism[32],

the electroweak symmetry breaking arises from a natural top quark resonance, or conden-
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Figure 2.7. The indirect constraints on mt and mW (dashed red contour) from LEP-I

and SLD data, and the direct measurements based on LEP-II and Tevatron data (solid

blue ellipse) as of summer 2009. Green bands are the SM relationship for the masses as

a function of the Higgs mass not excluded by the direct searches (114 < mH < 158 GeV

and 175 < mH < 1000 GeV).
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sate. The top-antitop pair acquires a vacuum expectation value similarly to the electron

pairing condensate in superconductivity. Another example could be the topcolor-assisted

technicolor model [34]. This model involves a tt̄ condensate coming from new strong in-

teractions causing the mesonic binding.

The recent cross section measurement in dilepton [35] and `+jets [36] channels agrees

with the Standard Model expectation. Figure 2.8 shows the experimental [36] and the-

oretical [37]-[42] cross sections as a function of the top quark mass. Hence, an accurate

determination of the top quarks properties such as the top quark mass is of great im-

portance since it allows to set a constraint on the Higgs mass, and to see if any hint of

new physics may be visible.
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Figure 2.8. Experimental and theoretical tt̄ cross section σtt̄ as a function of the top

quark mass mt. The colored dashed lines represent the uncertainties for the theoretical

predictions from the choice of the PDF, the renormalization and factorization scales.

The point is the measured combined σtt̄ evaluated for mt = 172.5 GeV. The black curve

shows experimental σtt̄ as a function of mt. The gray band corresponds to the total

experimental uncertainty
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Chapter 3

THE EXPERIMENTAL SETUP

The analysis presented in this thesis has been performed with data collected by the

DØ experiment at the Tevatron collider. This chapter gives an overview of the Tevatron

accelerator complex and the DØ detector.

3.1. The Tevatron Collider

The Tevatron [43] is a proton-antiproton (pp̄) collider located at the Fermi National

Accelerator Laboratory (Fermilab) near Chicago, Illinois. It was the highest energy

particle accelerator until March 2010 with center-of-mass energy of 1.96 TeV. This energy

is sufficient to produce the top quark. It remains one of only two places on Earth

where the top quark can be produced artificially. The accelerator consists of a series

of components that allow the production and the gradual acceleration of protons and

antiprotons to the energy of 0.98 TeV. Subsequent collision happens at specific regions

called interaction points. Two particle detectors, DØ and CDF, are located at and

surround respective interaction points of the Tevatron ring. The particle collisions and

consequent interaction are studied in detail at the detectors.

Several stages are required to accelerate particles and bring them into collision. Those

include particle creation, cooling and acceleration. Each component of the Tevatron ful-

fills a specific role in particle production and acceleration. The schematic arrangement of

the Tevatron components is shown in Figure 3.1. The main ones are: Cockcroft-Walton

pre-accelerator, Linear Accelerator (Linac), Booster, Main Injector and the Tevatron

ring. The following subsections describe these components in more detail.
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Figure 3.1. Tevatron Accelerator Complex. Many steps are required to bring into

collision proton and antiproton beams. The locations of the DØ and CDF detectors are

indicated.
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3.1.1. Proton Creation and Acceleration

The protons used in the Tevatron are derived from a source of negative hydrogen ions

(H−) that are produced in the magnetron [44]. The magnetron consists of an oval-shape

cathode and a surrounding anode. It operates in a uniform magnetic field. To derive the

ions, hydrogen gas under high pressure is pumped into the magnetron and an alternating

pulse of a few hundred volts is applied at the rate of 15 Hz. This produces a plasma of

electrons and protons in the gap between the anode and cathode. As protons strike the

cathode, they may pick up two electrons from the surface of the cathode and become

H− ions. Ultimately some H− ions pass by an anode aperture and are accelerated to 18

kV by the extractor electrode to a Cockcroft-Walton generator. The schematic view of

the magnetron is shown in Figure 3.2.

Figure 3.2. Schematic view of the magnetron, the H− ion source used at Fermilab.
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At the Cockcroft-Walton generator, or multiplier, H− ions are pre-accelerated in a

750 kV static electric field. The Cockcroft-Walton generator is a special electric circuit

that is constructed from diodes and capacitors to generate a high DC voltage from a

low voltage AC input. An example of a two cascade multiplier that converts AC voltage

input to two times higher DC output is shown in Figure 3.3.

Figure 3.3. Electric circuit of the two cascade Cockcroft-Walton generator.

The static electric field produced in the multiplier accelerates particles before they

go to the next accelerator. Unlike transformers, the multiplier does not require the

presence of a heavy core or bulk insulator. The Cockcroft-Walton generator at Fermilab

accelerates the ions to an energy of 750 keV and is shown in Figure 3.4.

After the Cockcroft-Walton multiplier, H− ions enter the Linac [45] for further ac-

celeration to an energy of 400 MeV. The Linac is a linear accelerator that is 150 meters

long and is composed from a number of radio-frequency (RF) cavities, or resonators,

connected sequentially. Every cavity is made of a number of cells and strung together

to form a resonator. A repetitive variation of the electric field inside of every cell at

radio frequency propels the ions through one cell to another until the beam leaves with

the desired energy. Figure 3.5 shows an example of such a cavity designed for future

experiments such as Project X [46]. The Linac allows ion acceleration to much higher
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Figure 3.4. The picture of the Cockcroft-Walton pre-accelerator at Fermilab.

energy in a relatively short distance.

Once accelerated by the Linac, the ions are transferred into the Booster [47] passing

through a thin carbon foil. The foil strips the electrons thus producing H+ ions from

H−. The Booster is a circular accelerator 152 meters in diameter, and is the first

synchrotron in the accelerator chain. It consists of a circular beam-pipe surrounded by

non-superconducting magnets. The carbon foil is used to strip off the electrons and

convert the ions into bare protons. In a synchrotron, the magnetic field is used to bend

the beam in a pipe, and the electric field makes the beam accelerate. In order to keep

the protons circulating at the same trajectory, the magnetic and electric field in the
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Figure 3.5. Superconducting RF resonator designed at Fermilab.

synchrotron are adjusted synchronously as the beam gets accelerated. The energy to

which a particle can be accelerated in a synchrotron is limited by magnet strength. The

proton beam in the Booster is accelerated to an energy of 8 GeV.

The second synchrotron in the chain is the Main Injector [48]. It is responsible for two

different types of activity: antiproton production, and proton-antiproton acceleration

before injecting them into the Tevatron. The Main Injector accelerates both antiproton

and proton beams from an energy of 8 GeV to 120 GeV. As all synchrotrons, it employs

a synchronized electromagnetic field for beam acceleration. The antiproton production

and acceleration are described in detail in the following subsection.

3.1.2. Antiproton Creation and Acceleration

The antiprotons are created by colliding protons with a nickel target. The protons

from the Main Injector are divided into 82 bunches and strike a nickel disk 10 cm

in diameter. This produces antiprotons at the rate of 15 antiprotons per 1,000,000

collisions. Besides antiprotons, the incoming 120 GeV protons also produce a shower of

other particles that leave the target after the collision. The antiprotons emerge with a
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wide range of angles and velocities. Subsequent focusing is required to achieve a narrow

beam with approximately uniform particle kinematics.

The Debuncher [49] is tasked with narrowing down the large momentum spread of

the antiprotons. A special lithium lens is used to transfer antiprotons emitted from the

target into the Debuncher. The lens collects highly divergent antiprotons, and matches

them to a beam with the velocity spread of about 3%. The beam line is subsequently

injected into the Debuncher.

The Debuncher is constructed in the form of a rounded triangle with perimeter of

505 meters. The process of reducing the antiprotons momentum spread and forming a

compact beam is often referred to as antiproton cooling. In the Debuncher antiproton

cooling is done by bunch rotation followed by adiabatic debunching [50]. Adiabatic

debunching is a sophisticated cooling technique that allows to reduce the momentum

spread to 0.2%. The process of reducing the velocity spread in the Debuncher is often

referred to as debunching.

Once the antiprotons are debunched, the beam is transferred to the Accumulator [51]

ring where it is also further cooled. The Accumulator is 471 meters in circumference.

To produce a high-intensity beam, it employs a special type of cooling, called stochastic

cooling [52]. The idea of stochastic cooling is to reduce velocity spread between the

particles in the beam using electric signals from an individual particle. Employing

this technique for antiprotons allows to obtain higher beam luminosity. The stochastic

cooling technique has a simple geometrical visualization in the momentum coordinate

system. Each point represents a particle with a specific momentum and therefore a beam

of particles can be represented by a three-dimensional figure enclosing such points. In

terms of the geometrical representation, the stochastic cooling essentially corresponds

to the figure’s volume compression in this momentum space.
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The Accumulator repeats the shape of the Debuncher but has a slightly smaller

circumference. The injection into the Accumulator occurs every few seconds and recently

generated antiprotons are added to a stack of particles already stored in the ring. Over

the period of several hours the antiprotons are cooled. As the number of antiprotons in

the stack rises the stacking efficiency drops. To maintain high stacking efficiency, the

antiprotons have to be transferred to the Recycler. The stochastic cooling technique

applied in the Accumulator provides a factor of 106 beam phase space compression and

makes it possible to utilize the antiproton beam.

The Recycler [53] is an antiproton storage ring 3319 meters long and is located in

the same tunnel as the Main Injector. It utilizes permanent magnets to store 8 GeV

antiprotons from the Accumulator. The Recycler can retain antiprotons for several

hundred hours while keeping beam intensity up to 600× 1010 antiprotons. Additionally,

the Recycler is used to receive unused antiprotons from the Tevatron, re-cool and store

them until the next injection back into the Tevatron occurs. The cooling in the Recycler

ring is done with the aid of an intense electron beam, called electron cooling [54]. The

electrons injected into the antiproton beam propagate with the same average velocity as

antiprotons. The damping of antiproton momentum oscillations is based on momenta

exchange through Coulomb scattering between antiprotons and electrons. When the

antiproton momenta are stabilized, the electron beam is separated from the antiprotons.

The invention of electron cooling technique made it possible to collide the beams at a very

high luminosity. Electron cooling was the main element of Run II Luminosity Upgrade

Program of the Tevatron. The antiproton source at Fermilab is able to accumulate

nearly 300× 109 antiprotons per hour.

3.1.3. The Tevatron
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The Tevatron [56] is proton-antiproton (pp̄) collider. Both beams are injected from

the Main Injector and share the same tunnel in the Tevatron. The protons are circulating

clockwise, and antiprotons counterclockwise. Since the antiproton has the same mass

but the opposite charge, it follows the same trajectory in the magnetic and electric field

as the proton but in the opposite direction. So the Tevatron equally well accelerates

protons and antiprotons in the opposite directions colliding the beams at certain points

along the ring.

The approach of setting up two beams in one accelerator ring has tremendous ad-

vantage over other types of colliding experiments. First, it eliminates the necessity of

having two independent rings as, for example, in the ISR experiment [55]. And second,

in contrast to fixed target experiments, there is no energy loss as all the kinetic energy

of colliding particles is released in the collision.

The Tevatron is the last synchrotron in the chain. It is made of an accelerator

ring 2 km in diameter and accelerates proton and antiproton bunches injected from

the Main Injector to an energy of 980 GeV. The Tevatron consists of niobium-titanium

superconducting dipole magnets. The magnets are cooled in liquid helium and produce a

magnetic field of 4.2 teslas. A large magnetic field is needed to bend the trajectory of the

particles and keep them within the pipe. A total of 36 bunches of protons and 36 bunches

of antiprotons circulate in the ring. Each proton bunch has approximately 3 × 1011

protons, and each antiproton bunch has 3 × 1010 antiprotons. Focusing quadrupole

magnets installed at the interaction points bring the proton and antiproton beams into

head-on collision. The collisions between proton and antiproton bunches occur every

396 ns.

The Tevatron operation is split into a few stages. From 1992 to 1996, the collider

was operating at the center-of-mass energy of 1.8 TeV and this period is called Run I.

During Run I, the discovery of the top quark occurred. After a series of improvements
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in the next 5 years, the Tevatron started the Run II period in 2001 with a collision

energy 1.96 TeV. The Run II period, as well as Tevatron running as a whole, was ended

on September 30, 2011. Run II consists of two subperiods: Run IIa (2001 - 2006) and

Run IIb (2006 - 2011). The main goals of the Run II period were direct searches for

unknown particles, including the Higgs boson, and precision measurements such as the

quark-mixing matrix elements, properties of the W and Z bosons, properties of the top

quark and the strong interaction.

3.2. The DØ Detector

The DØ detector [57] is a multipurpose particle detector built to study pp̄ collisions

produced in the Tevatron. It is designed to identify and measure the four-momentum

of final state particles (charged leptons, photons) and hadronic jets. It consists of layers

of different types of subdetectors and can be split into three major subsystems: central

tracking detectors, uranium/liquid-argon calorimeters, and a muon spectrometer. The

following subsections describe the different detector subsystems and give an overview of

the trigger and data acquisition (DAQ) system at the end. A detailed description of all

subsystems can be found in [58]. Figure 3.6 shows schematic arrangement of the main

subsystems in the DØ detector.

3.2.1. DØ Coordinate System

The DØ experiment uses a right-handed Cartesian coordinate system - (x, y, z). The

coordinate system is defined with the origin at the center of the DØ detector. The z-axis

is parallel to the beam pipe and points along the direction of the proton beam. The x-axis

points to the center of the Tevatron ring and the y-axis is oriented vertically. In addition

to the Cartesian coordinate system, cylindrical (ρ, φ, z) and spherical coordinates (r, θ, φ)

systems are also widely used. The θ and φ angles are the polar and azimuthal angles,
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Figure 3.6. Schematic view of the DØ detector.

respectively, with θ = 0 along the beam pipe.

In practice, however, it is more convenient to use pseudorapidity instead of polar

angle θ. The pseudorapidity is defined as follows

η = − ln

(
tan

θ

2

)
(3.1)

For massless particle or in the relativistic limit, when the energy of a particle is much

greater than its mass (E >> m), pseudorapidity is a good approximation of the rapidity

of a particle, which is defined as

y =
1

2
ln

(
E + pz
E − pz

)
(3.2)
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The rapidity is useful because particles produced via strong interactions tend to be

distributed in rapidity approximately uniformly. The rapidity y is an invariant quantity

under Lorentz transformation; for example under a Lorentz boost in z-direction. It all

makes pseudorapidity a preferable choice versus θ.

Proton-antiproton collisions do not necessarily occur in the center of the detector.

In fact, the collision vertex can be shifted along the z-axis by as much as 30 cm due

to the longitudinal extension of bunches. The coordinate system with the origin at the

interaction point is often referred as physics system, the pseudorapidity and azimuthal

angle are denoted with subscript “phys” (ηphys, φphys). The coordinate system with

the origin at the center of the detector is referred as detector system with (ηdet, φdet)

correspondingly. The subscripts are often omitted. The physics coordinate system is

used when referring to particle kinematic parameters. The detector coordinate system is

meant when position relative to the detector is needed, for example, for event selectors.

3.2.2. Central Tracking System

The central tracker system consists of a silicon microstrip tracker (SMT) and central

fiber tracker (CFT) placed in solenoidal magnetic field of 2 T. It is designed to determine

particle momentum, charge and vertex origin, and it also provides useful information

for particle identification. The schematic view of the central tracking system is shown

in Figure 3.7.

3.2.2.1. Silicon Microstrip Tracker

The SMT provides high precision particle track and vertex reconstruction. The

tracker is made of silicon microstrip detectors that contain segments of wafer strips. Es-

sentially, a wafer strip represents a junction of “p” and “n” type semiconductor material.

When a charged particle crosses a silicon wafer, an electron and hole pair is produced.
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Figure 3.7. Schematic view of the DØ central tracking system.

The coordinates of the point of interaction can be determined by reading out charge

generated in the strip. Subsequent measurements across several detectors provides a set

of coordinates that allow full reconstruction of the particle’s path. The SMT covers a

region of tracks with η up to 3.

The tracker design geometry is primarily dictated by the accelerator environment.

Large interaction region imposes certain difficulty on the SMT arrangement: the detector

surfaces need to be approximately perpendicular to the particle tracks in a wide η region,

at the same time minimizing dead areas. A dead area is a region that contains no detector

elements needed for measurement of particle kinematic parameters or particle detection.

For instance, it includes mechanical gaps, support structures, read-out and power cables

etc. To accomplish this, the SMT is comprised of barrel and disk modules. There are
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six concentric barrels and twelve F-disks in the central region and four H-disks in the

forward region. The barrel detectors are designed to measure the r − φ coordinate, the

disk detectors measure r− φ and r− z. Each barrel has four silicon layers in it. Layers

1 and 2 contain 12 silicon modules each, layers 3 and 4 have 24 modules each. The

F-disks are made from 12 wedges in φ, each wedge consisting of double-sided microstrip

detector. The H-disks are made of 24 pairs of single-sided microstrip detector. The SMT

provides coverage in |η| ≤ 3. The schematic view of the tracker is shown in Figure 3.9.

Silicon can be damaged by possible high temperatures in the SMT. High operating

temperature may cause semiconductor type inversion and increase in depletion voltage.

Thus efficient cooling system is a crucial component to achieve good performance of the

silicon tracker. The SMT cooling system maintains operating temperature below 5◦ C

to insure proper detector operation.

Figure 3.8. Schematic view of the DØ silicon microstrip tracker.

3.2.2.2. Central Fiber Tracker

The CFT is comprised of multiple layers of scintillating fiber mounted on eight con-

centric support cylinders. It covers the region |η| ≤ 2. The fibers are made of polystyrene

which is doped with an organic fluorescent dye paraterphenyl (PTP). When a charged
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particle passes through a fiber, scintillation light is emitted. A portion of the light travels

to the end of the fiber and then transfers to a clear optical fiber waveguide. Through the

waveguide the light reaches a Visible Light Photon Counter (VLPC) that converts light

into electric signal. The VLPC is a semiconductor device possesing a very high quantum

efficiency (≥ 75%). It is also very low noise, being operated at liquid He temperature,

which allows detection of just a few photons as well as the ability to count photons. The

VLPC operation strongly depends on temperature; an increase in temperature by 1 K

gives an increase in the noise by factor of four. To reduce the noise level, the VLPC is

loaded into a liquid helium cryostat at the temperature of 9◦K.

The cylinder radius varies from 20 cm to 52 cm. The two innermost cylinders are

1.66 m long and the outer six cylinders are 2.52 m long. The CFT surrounds the SMT

and provides good momentum resolution for charged particles. Each cylinder supports

two double-layers of fibers termed doublets. The inner doublet has fibers oriented along

the beam direction and measures axial coordinate. The outer doublet is placed at the

angle of 3◦ in φ relative to the axial layer and provides a stereo measurement. Such

configuration permits a measurement of z coordinate of the CFT hit. The doublets are

shown in Figure 3.9. Every doublet is made of two adjacent layers of parallel fibers. The

fibers are 835 µm in diameter and provide position resolution of about 100 µm.

3.2.2.3. Solenoidal Magnet

To optimize the momentum resolution and tracking reconstruction both SMT and

CFT are placed into a homogeneous magnetic field. The superconducting solenoidal

magnet [59] surrounds the DØ central tracking system and is 2.73 m in length and

1.42 m in diameter. It shares a common vacuum vessel with the DØ calorimeter. The

magnet conductor is made from Cu:NbTi wire and produces a magnetic field of 2.0 T at

operating current of 4749 A. The overall thickness of the solenoid is approximately one
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Figure 3.9. Schematic view of the DØ Central Fiber Tracker.

radiation length at η = 0. The choice of thickness is made to optimize the performance

of the central preshower detector described in Section 3.2.3.2. The magnet is cooled

with liquid helium to the temperature near 4.7◦K. The magnetic field with both the

toroid and solenoid magnets turned on is shown in Figure 3.10. The toroid field used

for the Muon System is detailed in Section 3.2.4.3.

3.2.3. Calorimetry

The calorimeters are designed to measure energies of electrons, photons and jets.

They are also important for particle identification and indirect detection of neutrinos

via measurement of event transverse momentum imbalance ( 6ET ). The following subsec-

tions describe the Uranium/Liquid-Argon Calorimeter, Preshower Detectors and Inter

Cryostat Detector.

3.2.3.1. Uranium/Liquid-Argon Calorimeter
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Figure 3.10. A view of magnetic field in the detector (in kG). Both the toroidal and

solenoidal magnets are on.

The Uranium/Liquid-Argon Calorimeter (U/LAr) is built around the central tracking

system. It consists of three main pieces: the Central Calorimeter (CC) and two end

calorimeters (EC) - End Calorimeter North (ECN) and End Calorimeter South (ECS).

The CC covers a region with η up to 1, while ECN and ECS extend the coverage up to

η ≤ 4. Each calorimeter is placed into a separate cryostat and cooled to the temperature

90◦K. The schematic view of the U/LAr is shown in Figure 3.11.

The U/LAr calorimeter (CC, ECN and ECS) contains an electromagnetic (EM), fine

hadronic (FH) and coarse hadronic (CH) sections. The EM section is the closest to the

interaction region and measures the energies of photons and electrons. The FH and CH

measure the energies of hadronic jets. Each section is comprised of layers segmented into
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cells. The size of the cells in η×φ space is 0.1× 0.1 in CC and most of EC (η < 3.2) for

all layers, except for the third EM layer where the size is 0.05× 0.05. There are about

50,000 read-out cells in the U/LAr.

The U/LAr calorimeter is a sampling calorimeter. Typical cell of a sampling calorime-

ter consists of repeating absorber plates and signal boards. The space between those

is filled with an active medium. The absorber plate is a dense material that induces a

particle shower in the limited space. The signal board measures shower energy through

the ionization of the active medium. The deposited energy is inferred from the amount

of liquid argon being ionized. A typical calorimeter cell of the U/LAr is shown in Figure

3.12.

The active medium of the U/LAr calorimeter is always liquid argon. The absorber

material, however, is distinct for different sections. The EM plates employ depleted

uranium with width 3 and 4 mm. In the FH section, a uranium-niobium (2%) alloy

is used with a thickness of 6 mm. The CH section contains thick 46.5 mm copper or

stainless steel plates. An electric field with a potential of 2kV is established between the

absorber plate and signal board. The gap between the absorber plate and signal board

is of 2.3 mm. The time needed for ionization electrons to reach the signal board is less

or about 450 ns.

Electromagnetic Shower The first four layers in CC and EC are electromagnetic

layers. An electron moving through the EM layer radiate bremsstrahlung photon while

the photon produces an electron-positron pair. These two processes are connected:

once electron enters absorber it radiates a photon, this photon converts into an electron-

positron pair, both electron and positron radiate a photon and the process repeats. Thus

a single high-energy electron produces a shower of lower energy particles that travel in the

same direction as the electron. Showering stops when the energy of an electron falls below
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Figure 3.11. Schematic view of the DØ Liquid Argon Calorimeter.

some critical value Ebrem. At the energies below Ebrem, the main energy loss process is

due to ionization. A similar process occurs if the incident particle is a photon. The

EM captures most of the energy from electrons or photons. A typical electromagnetic

shower is depicted in Figure 3.14. Radiation losses through bremsstrahlung by high-

energy electrons can be described in terms of X0,

dE

dx
= − E

X0

(3.3)

where E is the energy of the electron and X0 is radiation length. The radiation length

is an average distance over which a high-energy electron loses (1− e−1) of its energy by

bremsstrahlung. The length for a high-energy photon to convert into electron-positron

pair equals 9
7
X0 and is termed a conversion length. Typical scales of radiation length

are X0 = 0.32 for uranium, X0 = 1.43 for copper. The EM section of the CC region of

the U/LAr has a thickness of 21 radiation lengths.

50



Figure 3.12. Schematic view of the liquid argon cell for the calorimeter.

Hadronic Shower The next four layers in the CC after EM are hadronic layers. The

first three layers are fine and the fourth layer is coarse. The EC is divided into three

regions: inner, middle and outer. Each region is made of the similar layers as the EM,

except that absorber material and plate thickness are different. The schematic view

of the portion of the U/LAr showing layers arrangement in CC and EC is shown in

Figure 3.13. Entering the layer, a hadron from the jet interacts with absorber material

via the strong interaction. New hadrons produced at the interaction, mostly pions and

nucleons, further interact inelastically with the nuclei. The process repeats producing

a hadronic shower. These interactions ultimately produce electrons and positrons that

cause ionization of the liquid argon.

A schematic view of a hadronic shower in calorimeter is shown in Figure 3.15. Sim-

ilarly to X0 in EM, hadron shower development can be described in terms of average

nuclear interaction length λI . The interaction length depends on the type of absorber

material used and grows with atomic number. For calorimeters λI is much larger than
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Figure 3.13. Schematic view of the portion of the U/LAr showing layers and tower

arrangement.

X0. This fact justifies thicker absorber in FH and CH as compared to EM. The total

thickness of the U/LAr varies from 7 to 9 interaction lengths.

3.2.3.2. Preshower Detectors

The preshower detectors are designed for particle identification and background re-

jection during online and offline reconstruction. They combine features of calorimeter

and tracking detector. As a calorimeter, the preshower samples the incident particle en-

ergy and as a tracker, it provides precise position measurement. The Central Preshower

(CPS) is placed in the gap between the solenoid and the calorimeter. It covers the
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Figure 3.14. Schematic view of an electromagnetic shower.

Figure 3.15. Schematic development of hadronic shower in calorimeter.
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pseudorapidity region |η| < 1.3. The Forward Preshower (FPS) is mounted on the front

wall of the EC cryostat. The FPD provides coverage in 1.5 < |η| < 2.5. The preshower

detectors are shown in Figure 3.7.

���� ���� ��� ��� ������ ��� ��� ���� ���� ���� ���� ���� �������� ���� ����
Figure 3.16. Schematic view of cross section of the CPS and FPS scintillator strips.

The CPS is made of lead absorber with two radiation lengths followed by three layers

of triangular scintillator strips. Passing through the solenoid and absorber, an electron

or photon produces an EM shower. The shower energy is measured by the scintillator

layers of the CPS. Since the interaction length for hadrons is much greater than the

radiation length for electrons and photons, the probability of hadronic interactions in

the CPS is very low. Thus the preshower detector can aid in distinguishing hadronic

particles from electrons and photons.

The scintillator layers consist of one axial and two stereo layers of the strips. The

two stereo layers are placed on the top of the axial at stereo angles of 24◦ and −24◦.

At the center of each triangular strip, as shown in Figure 3.16, there is embedded fiber.

When a particle passes through the strip, the fiber collects and carries the scintillation
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light from the strips to the end of the detector. Subsequently the light is read out by

VLPC attached at the end of the fiber.

The (FPD) is made of 22.5◦ wedges mounted on the faces of the EC cryostats. Every

edge consists of two scintillator layers in the front, 11 mm lead-stainless-steel absorber

with a radiation length of 2X0 in the middle, and two scintillator layers in the back. The

innermost layer is used to detect particles based on ionization they produce. It is also

called the minimum ionization particle (MIP) layer. The outermost layer is for detecting

EM shower and therefore it is called shower layer. Passing through a wedge, a charged

particle will leave some ionization in the MIP layer allowing position measurement of

the track. Electrons and photons produce EM shower in the absorber that results into

cluster of energy in the shower layer. Hadronic particles just pass through leaving no

shower in the absorber. The charged hadrons, however, do leave a MIP trace read out

by VLPCs.

The preshower detectors and the central fiber tracker rely on common elements.

The waveguides and the readout electronics system are shared between CFT and the

preshower detectors.

3.2.3.3. Inter Cryostat Detector

The Inter Cryostat Detector (ICD) is a scintillator sampling layer attached to the

exterior surfaces of the end cryostats. It covers the region 1.1 < |η| < 1.4, as can be seen

in Figure 3.13. The need of the ICD is dictated by the incomplete calorimeter coverage

and substantial presence of unsampled material in that region.

The ICD is made of 0.5”-thick scintillating tiles enclosed in aluminium boxes. Each

tile covers a region ∆η × ∆φ ≈ 0.3 × 0.4 and is divided in 12 subtiles. Each subtile

covers ∆η ×∆φ ≈ 0.1× 0.1. The ICD is shown in Figure 3.17.

The ICD electronics is placed outside of the DØ detector in a low-magnetic field and
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designed to be compatible with the calorimeter read-out system. The signal from tiles

to the electronics is transferred through wavelength shifting fibers. There are a total of

378 channels in the ICD.

Figure 3.17. Cross section view of the ICD tiles on the endcap cryostats. The rectangles

represent an assembly where ICD electronics is installed.

The ICD is used to improve jet resolution by removing non-gaussian tails. It is also

important for obtaining good 6ET resolution when jets are in the region 1.1 < |η| < 1.4.

3.2.4. Muon System

The Muon System is the outermost subdetector and it is used to identify muons and

to complement the CFT in the muon momentum measurement. In addition to identifying

muons, the Muon System is used to discriminate against cosmic muons (muons that are

coming from the atmosphere). Because of the muon’s large mass, the bremsstrahlung
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radiation is not a dominating energy loss process. The main energy loss occurs through

the ionization. Thus the muons are the only particles that can reach the Muon System

whereas electrons, photons and hadrons shower and stop in the calorimeter.

The Muon System is comprised of drift tubes, scintillators and a toroid magnet

system. The scintillators are used for triggering, the drift tubes are employed for precise

track position measurements and triggering as well. The Muon System is divided in two

regions by coverage in η: the central region that covers |η| < 1 and the forward region

1 < |η| < 2. Each region of the system is made of layers of drift tubes and scintillators.

The closest to the calorimeter is layer “A,” then follows layer “B” and “C”, respectively.

A toroid magnet is located between layers A and B.

3.2.4.1. Drift Tubes

Proportional Drift Tubes (PDTs) are employed in the central region. They are made

of rectangular extruded aluminum and collected together in the drift chambers. Typical

size of the drift chamber is 2.8 × 5.6 m2. Each PDT layer in the detector is made up

of decks of individual cells. There are four decks in A-layer except of the bottom of the

detector which have three decks. The B and C layers consist of three decks only. The

PDT layers are shown in Figure 3.18.

Each single PDT cell is a rectangular-shaped aluminium enclosure with a size of

10.1 × 5.5 cm2. There are anode wires at the center and two cathode pads above and

below the anode wire in every cell. A high voltage of 2300 V is applied for the pads and

4700 V for the wires. The cells are filled with circulating non-flammable gas mixture.

The mixture is Ar (84%), CH4 (8%) and CF4 (8%). The gas recirculates with the flow

rate of 200 liters per minute. During the circulation the gas is being filtered to remove

contaminants.

A muon passing through the tube will ionize the gas and create an avalanche of
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Figure 3.18. Schematic view of the muon wire chambers.

electrons under the high voltage in a certain cell. The avalanche of electrons will drift

to the anode for the time ∆T . The drift time ∆T and the charge collected at the

anode are used to determine the hit position along the wire. The PDTs are positioned

perpendicularly to the beam pipe and provide single-cell coordinate resolution of about

1 mm.

Moving in the toroid magnetic field, a muon trajectory is getting bent. The curvature

of bend of the track is used to determine the muon momentum. However, the momentum

for a reconstructed muon is provided by the CFT due to its better momentum resolution.

The PDT is used to find the matching track of a muon.

The maximum drift time for the PDT is 450 ns. Since this is higher than the time

between collisions, a muon track in the PDT must be also confirmed in the scintillator

counter. The PDT system consists of 6624 cells.
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The drift tubes in the forward muon system are called Mini Drift Tubes (MDTs).

The MDTs are positioned perpendicular to the beam pipe and have four decks of cells

in the A-layer, and three decks in each B and C-layer. An MDT consists of eight cells

each of size 9.4× 9.4mm2. Each mini drift tube cell is made of a comb-shaped thin-wall

aluminium profile with 50-µm gold-plated tungsten anode wire in the center. Anode

wires are supported by plastic spacers installed at one meter interval. The cathode is

made of the aluminium profile and 0.15-mm-thick stainless steel cover placed on the

top of it. To provide the electrical insulation and mechanical stability, the structure

is enclosed in a 1-mm-thick plastic envelope. Figure 3.19 shows cross-sectional view of

the MDT. The MDT system is filled up with CF4-CH4 gas mixture: 90% CF4 and 10%

CH4. This mixture shows no radiation aging and has a wide operational range. The

operating high voltage is -3200 V for the cathode, and the anode wire is grounded at the

amplifier. The MDT operates similarly to PDT but with significantly shorter timing -

the maximum drift time for the MDT is 60 ns. The entire MDT system consists of 6080
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Figure 3.19. Schematic view of a mini drift tube.

The MDT momentum resolution is limited by multiple scattering in the toroid and

the coordinate resolution of the CFT. For muons with momenta below 40 GeV, the

standalone MDT momentum resolution is about 20%. The CFT determines an overall
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muon momentum resolution for muons with energies below 100 GeV; the MDT is used

for higher momentum muons and muons in the forward region 1.6 < |η| < 2.0 where the

CFT does not have layers. The MDT hit position resolution is about 0.7 mm.

3.2.4.2. Scintillators

To provide precise timing information for muon triggering and muon trajectory recon-

struction from muon chambers, the Muon System is equipped with layers of scintillators.

Good timing resolution allows to trigger on muons from proton-antiproton collision and

rejecting cosmic muons. There are two layers of scintillators in the central region: “Aφ”

scintillators are inside of the central toroid, “cosmic cap” are located outside of the mag-

net. There are also three layers of trigger scintillation counters in the forward region.

The layers of the scintillators are schematically shown in Figure 3.20.

Figure 3.20. Schematic view of the muon scintillation detectors.

The cosmic cap [60] are placed on the top, sides and bottom of the PDTs in the C-
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layer. They are made from grooved 0.5” Bicron 404A scintillator [61]. The Bicron 404A

scintillator is chosen because of its low cost and good performance with no significant

degradation due to radiation damage. The scintillation light is collected by four 1 mm

diameter Bicron BCF91A wavelength shifting (WLS) fibers [62] that are placed in each

groove. The fibers are gathered at the center of the counters and read out by 1.5” 10-

stage EMI [63] 9902KA phototubes. The counters are oriented with their widths along

z and lengths along φ-direction except bottom cap that positioned with their narrow

dimension along φ and their long dimension along η. The counters is approximately 4.5◦

in φ and their length is equal to respective PDT’s.

The Aφ scintillator counters are in the A-layer. They are made of 12.7-mm-thick

Bicron 404A scintillator in a manner similar to the bottom cosmic cap. The counters

segmentation is chosen to be 4.5◦ in φ to match the CFT trigger segmentation. The

counters have timing resolution of about 2 ns and their primary goal is to provide

precise timing information to match a track in the CFT with a hit from Aφ. This

is particularly important to register low-pT muons that can not traverse the toroid.

The counters operate in a residual magnetic field of 200-350 G from the toroidal and

solenoidal magnets. There are 630 Aφ counters in the Muon System.

The muon trigger scintillation counters are installed in all three layers A, B and C.

The counters design is similar to the cosmic cap and Aφ counters. It uses 0.5” Bicron

404A scintillator cut to a trapezoidal shape with two 4.2mm-thick and 0.5”-wide WLS

bars. The bars are installed on the sides of the counter and collect light onto a phototube.

To reduce the magnetic field, the phototubes are placed in metal shields.

In each layer, the trigger scintillation counters are arranged in r − φ geometry and

divided into octants containing about 96 counters. As in the case of the cosmic cap,

φ-segmentation is 4.5◦ and made to match the CFT trigger sectors. The largest layer

is the C-layer with size of approximately 12 × 10m2. The C-layers is shown in Figure
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Figure 3.21. The picture of the trigger scintillation counters in the C-layer.

3.21. During the test beam study, the counters showed time resolution of about 1 ns

and detection efficiency of 99.9%.

3.2.4.3. Toroidal Magnet

The Muon System contains toroid magnet that is arranged in three pieces: central

toroid and two end toroids. Similarly to the CFT, the magnetic field is used to optimize

the momentum resolution and tracking reconstruction of muons. The toroid magnet is

decribed in details in Ref. [57]. The central toroid is 109cm-thick square annulus of iron

placed about 318 cm from the Tevatron beampipe. The two end toroids are made in

C-shapes and located 447 cm from the center of the detector.

The field in the central and end toroids is approximately 1.8 T and 1.9 T respectively.
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All three pieces of the toroid magnet are linked in series and operate at a current of 1500

A. The magnetic field with both the toroid and solenoid magnets turned on is shown in

Figure 3.10. The toroid field used for the Muon System is detailed in section 3.2.4.3.

3.2.5. Triggering and Data Acquisition System

With 2.5 MHz bunch crossing in the Tevatron, there are more than 2 million collisions

occuring every second. However, not all events produced in the collisions contain inter-

esting physics processes. In fact, only a small fraction of events are needed to be selected

and recorded for physics analyses. Therefore, the DØ experiment uses sophisticated trig-

ger and data acquisition systems to filter the events. The main goal of a trigger system

is to select ”interesting” events and reject background events at maximum efficiency.

Most of the collisions result in multijet events. Decaying heavy particles such as W

and Z bosons, and top quarks may produce high pT leptons, very energetic hadronic

jets, and large momentum imbalance that can be used as distinctive signatures of inter-

esting physics. The DØ trigger system consists of three distinct layers and exploits such

signatures for determining interesting events.

Figure 3.22. Overview of the DØ trigger and data acquisition systems.
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The first stage, or Level 1 (L1), triggers is a hardware-based system with an accept

rate of about 2 kHz. It provides initial selection based on the information from a subset

of detectors. The Level 2 (L2) trigger is constructed of number of preprocessors and a

global processor. At L2, the trigger decision is based on individual reconstructed objects

and their spatial correlation. The L2 system has an accept rate of 1 kHz and can handle

input rates of up to 10 kHz. Passing through L1 and L2, the event is sent to Level 3

triggers (L3). The L3 system is a farm of computers that employs sophisticated software

algorithms to make the final decision. The L3 algorithms are similar to those used in the

offline analyses, and the accept rate is 50 Hz. The data acquisition system is responsible

for transferring fully digitized events to the L3 system. An overview of the DØ trigger

and data acquisition system can be seen in Figure 3.22.

3.2.5.1. Level 1 Triggers

The Level 1 system consists of the calorimeter trigger (L1Cal), the central track

trigger (L1CTT), the muon system trigger (L1Muon) and the forward proton detector

trigger (L1FPD). The Trigger Framework gathers the information from each L1 trigger

and make a decision whether to keep or reject the event. The Level 1 system is capable

of making a decision in less than 3.5 µs.

The L1Cal looks for transverse energy deposits above preset thresholds. It is designed

to trigger on events with high-pT electrons, photons, jets, taus decaying into hadrons,

as well as events with large imbalance of momentum.

The L1CTT performs fast track reconstruction from scintillators in the CFT and

the preshower detectors. Besides the trigger decision itself, the L1CTT electronics also

keeps additional data of the event for further processing at L2/L3 triggers. The L1CTT

is used separately or together with L1Muon trigger.

The L1Muon seeks patterns consistent with muon tracks originating from the center
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of the detector. It uses hits from muon wire chambers, muon scintillation counters and

tracks from the L1CTT. Subsequently the track transverse momentum is compared with

preset thresholds to make a trigger decision on the event. Most of the comic muons do

not have tracks originated from the center of the detector and therefore do not pass

the trigger. The other cosmic muons are rejected by the trigger based on the time

discrepancy between the muon track and the beam crossing.

3.2.5.2. Level 2 Triggers

The L2 trigger system is split into two stages: detector subsystems preprocessing and

a global stage (L2Global) that exploits for correlations in physics signatures across all

subsystems. Preprocessor subsystems include tracking, calorimeter, preshower and muon

systems. At the preprocessing stage, the information is collected from the front ends and

L1 triggers. It is then further analyzed to form primitives such as EM clusters, tracks,

jet clusters, etc. Combining the data from all subsystems, L2 forms a physics objects:

electrons, photons, muons, etc. Based on the objects identified at the preprocessing

stage, the L2Global makes a trigger decision. The objects have to satisfy configuration

requirements loaded into the L2Global.

The L2 triggers include the following preprocessors: the calorimeter (L2Cal), the

muon (L2Muon), the preshower (L2PS), the central tracking (L2CTT), the SMT (L2STT).

The L2Cal identifies jets, electrons and photons. It also determines event transverse mo-

mentum imbalance (6ET ) based on the individual trigger tower energies passed from L1

trigger. The L2Muon uses timing data to find muon track segments and match those

segments with L1Muon and fiber tracker trigger information. It is designed to further

improve the quality of the muon candidates from L1Muon trigger. The L2PS, L2CTT

and L2STT are detailed in Ref. [58].
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3.2.5.3. Level 3 Triggers

A fully digitized event is sent to the L3 trigger after passing through the L2 trigger.

The L3 system is a high-level trigger system that employs programmable software algo-

rithms to make trigger decisions. Such algorithms are usually called ”the filters” and

run on a computing farm under the Linux operating system. The filters make a decision

based on the information of completely reconstructed physics objects (electrons, pho-

tons, jets, etc). Making a decision, the filters also account for the relationship between

the objects. For example, calculations are performed of the rapidity or azimuthal angle

separating physics objects or their invariant mass. The specialized software is utilized by

the filters to perform object reconstruction and some other low-level work as unpacking

raw data, applying calibration, forming clusters, locating hits etc. Physics objects are

precisely defined in the ”reference sets” (refsets) that are input to the tools. A refset

is essentially a collection of pre-defined algorithm parameters. For instance, jet refsets

specify jet cone size, electron refsets set electromagnetic fraction. An event passes the

L3 trigger if at least one filter is satisfied. After positive L3 trigger decision, the event

is sent to the host cluster for recording.

L3 trigger has an input rate from the L2 system of 1 kHz. This provides about 235

ms per event available for processing. The actual time needed to input, build and output

one event through the L3 trigger is nearly 15 ms. The output rate for data recording is

50 Hz. The L3 trigger system is designed to operate with instantaneous luminosity up

to 1.5× 1032 which was exceeded in Run2 by a factor of 3. There are currently 252 L3

nodes.

3.2.5.4. Data Acquisition System

The data acquisition system (DAQ) provides event data transfer from L2 read-out

crates to L3 farm nodes. The DAQ is designed for data transfers at the maximum rate
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of 250 MB/s. That corresponds to 200 kB of data per event at the L2 accept rate of

1kHz. The DØ triggering is controlled and operated by the central coordination program

COOR. COOR is running on an online host system and receives requests from user to

configure the detector or to start and stop runs. To carry out user requests, COOR

sends commands directly to L1 and L2 triggers, and the DAQ system.

Passing L3 trigger data is transported to the online host system. L3 filtering farm

sends event data with the rate of approximately 50 Hz × 200 kB = 10 MB/s. On-

line monitoring host performs various data and detector monitoring tasks. Eventually

through the online host system, the data is further transferred to the final repository to

be recorded on tapes. The tapes repository is located about 3 km from the DØ detector

at Feynman Computing Center.

67



Chapter 4

DATA SAMPLE AND SIMULATION

This chapter details the data sample analyzed. It also gives an overview of Monte

Carlo simulation technique and describes simulated samples that are required for the

top quark mass measurement with the method used in this thesis.

4.1. Data Sample

This analysis is based on data collected by the DØ experiment during time periods

described in section 4.1.1. The collected data was reconstructed with the DØ recon-

struction software D0reco. The vertices, tracks, EM clusters and other objects were

identified according to the methods detailed in the Section 5.2.

The full dataset is reduced to smaller subsamples in a process called skimming.

Smaller subsamples include only required physics signatures for a particular analysis.

Smaller size datasets greatly reduce a time needed for further samples processing and

event selections. In case of dilepton final states skimmed data consist of the EMMU

sample, the 2EMhighpt and the 2MUhighpt samples. The EMMU sample includes events

with one high pT reconstructed EM cluster and one Muon candidate. The 2EMhighpt

skim has events with two high pT reconstructed EM cluster, and the 2MUhighpt skim

contains events with two high pT Muon candidates. The dataset skimming is done by

the DØ Common Samples Group [64] using the software framework.

The skimmed data is stored at the DØ computing cluster in the form of ROOT based

files. ROOT [65], [66] is an object oriented framework that allows us to store and analyze

large scale data for high energy physics experiments. Based on the ROOT file format,
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the data files additionally comply with the Common Analysis Format (CAF). The CAF

uses ROOT TTree or simply ”tree” as its basic storage mechanism. It was developed

at DØ and is used by CAF software framework in various physics analyses. Following

CAF standard, the data contains the detector data (calorimeter cells, tracker hits, etc),

trigger information, reconstructed objects, and particle identification information (b-

tagging, for example).

4.1.1. Data Time Periods

The data used in this analysis was collected by the DØ experiment between June

2006 and September 2011 of Run II of the Tevatron. This period corresponds to an

integrated luminosity of 4.3 fb−1. The final result is combined with the result from a

similar analysis carried on the Run IIa data, which was taken between April 2002 and

February 2006 and corresponds to an integrated luminosity of 1.0 fb−1.

4.1.2. Data Quality

This analysis uses the data that meet predefined data quality criteria. Those require-

ments ensure that all subsystems were operating correctly at the time of data taking.

Any subsystem malfunction may result in serious data quality issues. For example, in-

adequate operation of the calorimeter may produce very large signals in certain cells

or even entire tower of calorimeter cells. It also might be possible that a signal was

not registered at all due to improper calorimeter calibration, e.g. incorrect pedestal

substraction. Therefore constant online data quality monitoring is an important part of

data taking procedure.

During data taking, the data is being recorded in time periods called luminosity

blocks. Every such block lasts about two minutes. The instantaneous luminosity in a

block is considered to be constant and equals the average luminosity for that period.
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The total integrated luminosity is calculated by summing up the luminosity blocks that

satisfy data quality requirements.

Besides the collision data itself, each block also contains status information of every

detector subsystem. If a subsystem does not function properly, we flag it as bad. A

block can be declared as bad if any subsystem status during the data taking is marked

as bad. The DØ data quality framework also allows us to check the data at a later stage.

Such re-assessment is termed offline monitoring. The information about the status of a

luminosity block is stored in a special database and is available for offline data quality

reprocessing. The offline reprocessing is performed by the DØ data quality group and

provides additional data quality checks based on the information saved in the database.

For every analysis a list of bad luminosity blocks is created. The list of bad blocks

depend on the list of triggers required in the analysis. Events that occurred in bad

luminosity blocks are eliminated and only good events are analyzed. Luminosity blocks

can be declared as bad, for example, due to bad calibration constants, unexpected large

noise in the calorimeter, constant energy calorimeter ring in φ that reflects problem with

electronics etc.

4.1.3. Trigger Requirements

To enrich the data sample with events that have two leptons in the final state,

certain trigger selections are needed. The triggers used in the analysis are specific to

each channel and have different requirements.

In the ee channel, each event is required to pass at least one of the triggers in a list

of single electron triggers. All single electron triggers require an EM calorimeter tower

to be above a certain ET threshold at Level 1. In addition, the tower has to match with

the hits in the tracking system. For the µµ channel, each event is required to fire at least

one of a set of single muon triggers. All single muon triggers require a track match at
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Level 1 and are therefore restricted to |η| < 1.6 . At the highest luminosity they require

track isolation and tight wire conditions.

Efficiencies for single ee and µµ triggers have been measured in the Z → ee and

Z → µµ event sample. The efficiency for an electron to pass a specific trigger requirement

is calculated using the tag-and-probe method. One electron in the sample is chosen as

a tag electron. The tag electron is required to satisfy one of the Level 1 single electron

trigger requirements. The second electron is defined as a probe electron. The probe

electron has no trigger requirements and is considered an unbiased object from which

to measure an efficiency. The total trigger efficiency is approximately 99% for the ee

channel and 80% for µµ.

For the eµ channel, to maximize the trigger efficiency, no explicit trigger selections

were applied. All available triggers that represent a mixture of single and multilepton

triggers and lepton+jet triggers were used. The trigger efficiency for the eµ channel is

nearly 100%. It is evaluated by folding single trigger efficiencies in the MC simulation.

The triggers used in this thesis correspond to v15, v15.50 and v16 versions of trigger

lists. Employed trigger lists are detailed in Ref. [67]. Details on any given trigger can

be obtain from Trigger Database at the DØ TriggerMeisters’ web-page [68].

4.2. Monte Carlo Simulation

The top quark mass measurement presented in this thesis is performed in part by

comparing SM simulation with the data. To simulate signal and background events,

Monte Carlo (MC) event generators were used. A detailed description of the methods

used to perform such an analysis is given in Chapter 7.

MC event generators are an integral part of almost any experimental analysis in high

energy physics. They are a very important tool to relate theoretical predictions with the

data measurements. Based on the theoretical models of fundamental interactions and
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results from phenomenology, MC generators simulate events using combination of nu-

merical and theoretical methods. Event generators are called Monte Carlo because they

exploit special numerical integration methods that are referred as Monte Carlo methods.

The Monte Carlo methods are an alternative approach of estimating integrals. Fast and

efficient integral estimation is a key aspect of calculations in high energy physics. MC

generators provide a proper kinematic modeling of a signal and background processes.

With regard to the top quark mass measurement, events simulated with MC generators

are used to calibrate the method before we run the measurement on the real data.

High energy collision is comprised of several stages: hard scattering, parton show-

ering, partonic decays, and parton shower evolution (hadronization). A MC event is

simulated by one or more event generators depending on the choice of an analyzer as

generators are not perfect. Event generators can be general purpose that simulate every

stage of a collision (e.g. PYTHIA [69]) or those that perform just part of the process,

for example computing hard-scattering process (e.g. ALPGEN [70]). Once simulated

by MC generator(s), an event is then processed through a GEANT (GEometry ANd

Tracking) [71] based simulation of the DØ detector. GEANT is a software program de-

signed to describe the passage of elementary particles through matter. Passing through

the GEANT reconstruction, the MC simulation is then overlayed with minimum bias

events. The minimum bias is due to secondary interactions of the other constituent par-

tons of the colliding hadrons. Minimum bias events are collected in data with no physics

trigger required, except the Level 0. At Level 0, the minimum bias trigger scintillators

select elastic pp̄ interactions. Adding minimum bias to the simulation events allows close

imitation of the detector data. Subsequently the simulation is passed through the same

trigger requirements and reconstructed with the same software as for the detector data.

4.2.1. Hard scattering
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Figure 4.1. Schematic view of hard scattering process with subsequent parton showering

and hadronization.

Colliding hadrons can be viewed as a mixture of partons quarks and gluons. At a

time when an inelastic collision occurs, two partons interact with each other. That gives

the hard process of interest and is associated with large invariant momentum transfer.

Most of the collisions, however, are filtered away as they do not include the process of

interest. Those interactions are mostly result in low transverse momentum objects and

soft jets.

The hard process of interest simulation is the core of any simulation of collider

events with use of MC event generators. In order to address the physics of interest a

large number of processes are embedded in MC generators. Since partons and gluons

are asymptotically free, the high-energy interactions between them can be described by
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perturbation theory. That enables a possibility to compute many features of the inter-

actions using Feynman diagrams. In practice, the hard scattering process is calculated

either to leading order (LO) or next-to-leading (NLO) order Feynman diagrams due to

various technical and theoretical complications. Those include non-perturbative QCD

calculations, the virtual corrections calculations, and others.

One of the central tasks for MC generators is calculation of hard scattering cross

section. The cross section of a process defines the likelihood of interaction between

particles. Based on the Lagrangian approach in quantum field theory, the Feynman

rules can be derived. From the Feynman rules the matrix elements can be calculated.

Integrating the matrix element over the particle’s phase space the process cross sections

can be calculated.

To describe a proton-antiproton interaction, the cross sections have to be convoluted

with the flux of the incoming partons i and j in the two incoming hadrons A and B:

σ =
∑
i,j

∫ ∫ ∫
dx1dx2dt̂f

A
i (x1, Q

2)fBj (x2, Q
2)
dσ̂ij

dt̂
(4.1)

fAi (x1, Q
2) and fBj (x2, Q

2) are the parton distribution functions (PDF). PDFs is defined

as the probability density for finding a particle of a given flavor (i, j) in the proton or

antiproton at momentum transfer Q2 with a certain longitudinal momentum fraction

x1 and x2 correspondingly. The cross section is specified only for a given PDFs. PDFs

are non-perturbative quantities and cannot be computed from first principles. Using

different phenomenological models PDFs are extracted from the data. All generators

are already pre-set with commonly used PDF sets, e.g. CTEQ, MRST.

dσ̂ij/dt̂ is differential cross section of a process. It defines the likelihood of registering

final state particles at some angle with respect to the colliding beams. The differential

cross section is computed from matrix element. For example, the invariant differential
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cross section for 2→ 2 particle scattering:

dσ̂

dt̂
=

1

64πŝ|~pi|2
|Mfi|2 (4.2)

where t and s are Mandelstam variables: ŝ = (p1 + p2) - squared sum of 4-momentum

of the incoming particles, t̂ = (p1 − p3) - square of the four-momentum transfer. |~pi|2 is

a constant, fixed by energy and momentum conservation |~pi|2 = 1
4ŝ

[ŝ− (m1 +m2)2][ŝ−

(m1−m2)2]. Mfi is matrix element to observer final state f from the initial state i. All

multi-purpose event generators provide a LO matrix element calculation in the Standard

Model and some new physics extensions for 2 → 1, 2 → 2 channels. Dedicated matrix-

element generators, like ALPGEN [70] and MadGraph [73], are capable to simulate

higher-multiplicity final states.

4.2.2. Parton showering

The particles entering and leaving the hard scattering are typically QCD partons

carrying a “color” charge. The parton would emit gluons in the same way that electri-

cally charged particles emit photons. Unlike photons, the gluons can also radiate other

gluons and produce quark-antiquark pairs. Thus a single parton can generate a shower

of outgoing partons that is also called showering. Emission associated with colliding

partons is called Initial State Radiation (ISR). Outgoing parton emission is called Final

State Radiation (FSR).

Unlike the hard scattering process that is described usefully by lowest-order matrix

elements, parton showering has to include the higher order effects to give a complete

picture of the process. The effect of all higher orders is simulated through a parton

shower algorithm that is based on some simplifications. The simplifications used in the

showering algorithm allow to described the structure of emissions to the low momentum

transfer scales of order 1 GeV. The parton showering algorithm utilizes the Markov chain
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approach of successive parton emissions. Using the probabilistic notion of emission to

occur, one or more partons is added to the final state during each step in the chain.

Another different formulation of parton showering is based on a successive emissions

from the colored dipoles formed by pairs of partons. Parton shower algorithms are used

in the PYTHIA [69] and HERWIG [74] generators.

4.2.3. Hadronization

When the scale of momentum transfers is low (of order 1 GeV), hadron formation

occurs as the ending stage of the parton showering. The parton shower evolution can-

not currently be described from first principles, as QCD theory is non-perturbative at

low energies. Thus, phenomenological models are necessary to describe the process of

hadronization.

The main phenomenological models used today are string fragmentation [75] and

cluster fragmentation [76]. To describe the hadron-level properties of final states, the

string fragmentation model is used in PYTHIA. A central idea of this model is that

partons hadronize in a color-connected mode forming color-neutral systems. The model

suggests a separate confinement field, or a string, stretched between each color and its

matching anticolor. Such a field can break producing new quark-antiquark pairs. A

quark from one break can combine with an antiquark from another break to form a

final state hadron. A string may also include gluons. They act as kinks carrying energy

and momentum, and thus the string is considered as comprised from several pieces.

Hadronization along each of the string pieces proceeds in the same way as for a single

straight string. The process of forming and breaking strings repeats iteratively until

there is not enough of energy for production of a hadron. Many hadrons are unstable

and further decay to lighter particles.
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Figure 4.2. Left: The string fragmentation model diagram. The pink contour represents

a string between two quarks kinked by the gluons and the green contour is a single

straight string between two quarks. Right: The cluster fragmentation model diagram.

The brown contours represent clusters formed by pairs of two quarks.

Since the string fragmentation model is not derived directly from QCD, it has many

tunable parameters that need to be determined. However, the model does appear to

be a good approximation. The process of hadronization is independent of how the

hadronizing partons were produced, but does depend on the color connections from the

final state partons. Once all free parameters are determined from the data, the model

can be used to describe different type of collisions or collision at different energies.

The cluster fragmentation model is used in the HERWIG generator. In this model,

the clusters made of two quarks are considered as basic elements for producing hadrons.

Since the shower evolution results in all gluons decayed to light-quark pairs qq̄, color

singlet clusters qq̄′ can be formed in the nearest shower branches. Most of the clusters

are low-mass. The massive clusters, however, can additionally produce qq̄ pairs by a

mechanism similar to the string fragmentation model. The newly produced quarks are
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also involved in the cluster formation process.

Unlike strings, clusters do not have any internal structure. They are characterized

by mass and flavor content. The clusters are assumed to decay isotropically into two

primary hadrons.

4.3. Monte Carlo Samples

To perform the top quark mass measurement with the method described in Chapter 7,

the Monte Carlo samples for signal and background events were generated and processed

through DØ detector simulation software. The following subsections detail Monte Carlo

signal and background samples.

4.3.1. Signal Sample

The set of tt̄ samples are simulated in the range of the top quark mass 140 GeV

< mt < 200 GeV. In particular, the samples used in this thesis are generated with

the following list of the top quark masses: 140, 145, 150, 160, 165, 170, 172, 175, 180,

185, 190, 195, and 200 GeV. To generate the parton hard scattering process, ALPGEN

matrix element generator was used. Either a quark and an antiquark or two gluons were

specified as interacting partons to compute matrix element to the leading order. The

parton momenta are taken from the parton density distribution CTEQ6L1 [72]. The

scattered parton showering (ISR/FSR) and hadronization are generated by PYTHIA.

To properly simulate events with high jet multiplicity, ALPGEN generates separate

samples with different number of final state partons (0 and 1 light partons, and 2 or

more light partons states). However, extra jets can be created in parton shower during

hadronization process by PYTHIA. This effect is common when using ALPGEN in

conjunction with PYTHIA. To keep correct jet multiplicity after the parton showering

process is done, a special matching technique is applied. The matching prescription is
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called MLM matching [77]. According to this procedure, the event is rejected if the jet

does not match a parton multiplicity. Every event is assigned an additional weight to

account for rejected events and keep a hard scattering process cross-section accurate.

4.3.2. Background Samples

The main background processes for the tt̄ dilepton channel originate from Z boson

or WW/WZ/ZZ decaying into 2 leptons and jets produced from ISR/FSR. Background

due to physics processes that give a signature very similar to the signal is called a

physics background. As in the case of the signal, ALPGEN and PYTHIA are used to

generate this Z → 2l+jets background. The WW/WZ/ZZ → 2l+jets background is

fully generated by PYTHIA. Background due to misidentified electrons and muons can

arise from instrumental effects and is called an instrumental background. For example,

jets usually comprise leading π0 that can decay producing an electron-positron pair.

A conversion-produced track matching particles produced in π0 decay can mimic an

isolated electron with large pt. An isolated muon may appear from the jet that is

not reconstructed properly. Using sophisticated methods, instrumental background is

derived from the data.
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Chapter 5

DATA RECONSTRUCTION AND OBJECT IDENTIFICATION

The data collected from DØ is stored on tapes in a raw format. This raw format data

contains only basic information from the detector, such as digitized charges or voltages,

and therefore has to be additionally processed to become suitable for the subsequent

physics analyses. For instance, raw data contains particle hits from the fiber tracking

system, energy deposition in the calorimeter cells, hits in the muon system, trigger

information etc. For the physics analyses to be performed, analog and digital signal

information from the raw data needs to be converted into the physics objects (e.g.

electrons, muons) with corresponding kinematic parameters (e.g. transverse momentum,

energy, angles). The process of such computation is know as event reconstruction.

At the stage of the event reconstruction, high level software algorithms are utilized to

reconstruct the events and identify physics objects. All algorithms are implemented in

a specialized software framework that operates on the raw data. The following sections

describe the event reconstruction chain as well as algorithms used at DØ to reconstruct

main physics objects.

5.1. Data Reconstruction

The DØ Offline Reconstruction Program (d0reco) is a specialized framework devel-

oped by the DØ Algorithms group [79] and used at the experiment for reconstructing

objects. It runs at the offline production farms and processes either the raw data from

the detector or Monte Carlo simulated events. The framework employs a special data

model of input and output information. The data model is known as the DØ Event
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Data Model (EDM). The information on the event is stored in the form of chunks. Pri-

mary input information to the d0reco comes in chunks of the raw detector signals. The

d0reco output information also contains chunks of the information about reconstructed

objects. There are two types of output formats that are optimized for size. The larger

size data format is the Data Summary Tape (DST). DST contains all calculated infor-

mation necessary for physics analysis. The smaller size data format is the Thumbnail

(TMB). TMB contains only a subset of the DST information that is needed for physics

analysis. The per-event size of TMB is about 10 times smaller than for DST. The offline

reconstruction is comprised of several stages:

1. Detector-specific processing: at this stage individual detector data chunks are un-

packed and raw information is associated with physical detector elements. Detector

specific calibration is applied.

2. Track reconstruction: based on the output from the tracking detectors, several

algorithms are used to reconstruct global charged particle tracks. Running track

reconstruction algorithms requires intensive computing usage.

3. Vertex reconstruction: primary and secondary vertex candidates are sought at

this stage. Primary vertex indicates the event’s main interaction point and is used

for calculation of various kinematical parameters. Secondary vertices, if found,

indicate the presence of long-lived particle in the event.

4. Particle identification: using various sophisticated algorithms and the results de-

rived at previous stages, physics object candidates are formed at this stage. Heavy-

quarks candidates and tau decays are identified using special algorithms for long-

lived particle reconstruction.

To be used in analyses at DØ, the output data from d0reco is converted into Common

Analysis Format. A special software program called TMBAnalyze is utilized to produce
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ROOT trees in CAF format from the d0reco output. The data is then ready for physics

analyses in CAF software framework.

5.2. Object Identification and Reconstruction

The following sections describe the details of reconstruction algorithms and identi-

fication criteria for such physics objects as tracks, vertices, electrons, muons, jets and

missing transverse energy.

5.2.1. Tracks

A track is an important element for particle identification and momentum mea-

surement. When a charged particle traverses the tracking system, it leaves hits in the

different layers of the SMT and the CFT systems. Hits represent energy deposits in the

certain tracking regions. For example, for the SMT a tracking region is represented by

corresponding segment. Passing through the tracking system, the particle trajectory is

bent by the magnetic field of the solenoid. Any given events may contain hundreds of

individual particles that result in thousands of hits in the tracking system. Thus, suc-

cessful particle track reconstruction from those hits requires application of sophisticated

pattern recognition algorithms.

Two different algorithms are used at DØ for track reconstruction: the Alternative

Algorithm (AA) [80] and the Histogram Track Finder (HTH) [78]. The Alternative

Algorithm is a very efficient approach for tracks with low pT . It also has smaller rate

of misidentified tracks when compared to the HTH technique. AA is commonly used

at other experiments in High Energy Physics. However, the AA approach is not very

well suited for high detector occupancies and large number of hits in the tracking system

(104−106). The HTH technique is based on the Hough transformation [81] approach and

shows good results for tracks with high pT . Originally, the HTH method was developed
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for machine analyses of photographs from bubble chamber experiments. At DØ both

algorithms are executed sequentially to find all possible track candidates. All found

track candidates are added to the list. Finally, a Kalman Filter algorithm [82] creates,

combines and refits tracks from the list of track candidates.

Figure 5.1. Track construction diagram using the Alternative Algorithm technique. The

track candidate (green line) is based on the three consecutive hits (blue dots).

The AA method starts from a hit in the innermost layer of the SMT; then it searches

the second hit in the next layer (see Figure 5.1). An axial angle between two hits as seen

from the beamspot has to be less than a pre-set threshold ∆φ < 0.08. After finding a

second hit, the algorithm looks for a third hit in the next layer outward from the beam.

The third hit is selected if the radius of reconstructed track candidate is less than 30 cm.

The requirement on the length of track radius corresponds to requirement on particle
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transverse momentum pT > 180 MeV. Additionally, a distance of closest approach to

the beam line has to satisfy d0 < 2.5 cm and χ2 of the track candidate has to be less

than 16.

Reconstruction continues to the next layers of the SMT or CFT for all track candi-

dates found from the combination of three hits. The Kalman filter is used to reconstruct

the rest of the track candidate. Based on knowledge of the material in the detector

and the magnetic field, it extrapolates the track candidates to the next layers. If any

additional hit is found in the track expectation region, the filter tries to associate the hit

with the track candidate hypotheses. The hit is added to the track if the overall track

candidate χ2 is still less than 16. If there are no hits found in three consecutive layers,

then the algorithm stops. Otherwise the track reconstruction continues until the end of

the detector is reached.

The trajectory of a charged particle moving in the homogeneous magnetic field pro-

jected onto the transverse plane is a circle. The HTH method uses the transverse projec-

tion of all the hits to reconstruct a track candidate. It employs a special parameter space

(ρ, φ, d0). Every circular track projection in the transverse plane can be described as a

point in this parameter space; ρ is the circle radius, φ is the azimuthal angle to the center

of the circle, and d0 is the distance of closest approach to the circle from the coordinate

system origin, called an impact parameter. The parameter space is only two dimensional

(ρ, φ). Each single hit can be described by an infinite number of circles passing through

it (see Figure 5.2). Those circles form a straight line in the space (ρ, φ), and therefore

the hit is also defined as a straight line in the parameter space. Subsequently, any two

hits in the parameter space represent two intersecting straight lines. If several hits are

from the same track, then in this parameter space, the set of straight lines from these

hits will intersect at one point. The coordinates of that point will define the parameters

of the track.
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In practice, the two-dimensional parameter space is represented by a two-dimensional

ROOT histogram. The algorithm considers a different pair of the hits and populates this

histogram. All of the hits belonging to the same track produce a peak in the histogram

at a certain bin. Hits from different tracks produce randomly populated histograms.

The track candidate parameters (ρ0, φ0) are defined from the location of the peak.

5.2.2. Primary Vertex

The point at a which hard-scattering process occurs in pp̄ collisions is known as the

primary vertex (PV). All outgoing particles from such an inelastic interaction originate

from the primary vertex. Therefore to measure kinematic parameters of resulting parti-

cles with good precision, a precise determination of the primary vertex location is very

important. Additionally, the PV location allows us to discriminate against particles that

do not belong to the event of interest. For example, particles coming from cosmic rays

can be excluded from the event as they do not originate from the PV.

At the beam luminosities at the Tevatron, there are on average two PV in each event.

Some events may contain many more PVs. For instance, to calibrate jet energies at DØ,

events are modeled with up to 20 PVs in the event. The location of the PVs in the

transverse (x-y) plane may differ by up to 40 µm between events. The position along

the z-axis is distributed roughly according to a Gaussian distribution with a standard

deviation of about 28 cm.

One of the main problems of vertex reconstruction is to discriminate primary vertex

tracks from secondary vertex tracks. This is especially critical at high luminosities and

for particles with short lifetime. An additional challenge is to exclude minimum bias

tracks that are very close to primary vertex.

An adaptive fitting technique [83] is employed at DØ for primary vertex reconstruc-

tion. Comparing to standard pattern recognition systems, the adaptive fitting is designed
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to deal with misidentified tracks and tracks originated from different interactions. The

technique does not apply a “hard” cut to reject bad tracks. Instead, all tracks are as-

signed different weights with which they contribute to the primary vertex. Weights are

assigned in such a way that tracks closer to the PV in the transverse plane have larger

contribution to the vertex than tracks with larger impact parameter. The adaptive

fitting track reconstruction and identification consists of three stages: track selection,

vertex fitting and vertex selection.

Track selection requires a track to have pT > 0.5 GeV and two or more hits within

the acceptance region of the SMT. A special algorithm is used to cluster tracks belonging

to different interaction points. This algorithm gathers tracks that are within 2 cm from

each other along the z-axis. The algorithm is therefore called as z-clustering.

The vertex fitting is performed separately for every cluster. The pre-selection stage

consists of two steps. At the first step, a Kalman filter algorithm is applied. It starts

from fitting tracks to find their common vertex. The track with the highest contribution

to the fit χ2 is excluded, if the fit χ2 per degree of freedom is bigger than 10. Track

exclusion repeats iteratively until the χ2 per degree of freedom is less thn or equal to

10. At the second step, tracks are pre-selected according to their impact parameter

relative to the vertex spot determined in the previous step. To properly take into the

account the track impact parameter and vertex spot error, a special quantity called

impact parameter significance is defined. The significance is d0/σ(d0), where d0 is the

track impact parameter (i.e. closest distance from the vertex spot to the track) and

σ(d0) is the impact parameter uncertainty. The vertex fitting pre-selection requires the

d0/σ(d0) < 5.

After the pre-selection, the vertex fitting is performed using the Adaptive vertex

fitting algorithm. The main idea of the algorithm is to reduce the effect from distant

tracks in the vertex fit. The algorithm is also based on the Kalman filter. We obtain
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an additional improvement by assigning track errors a weight by sigmoidal function

according to their contribution to the vertex:

wi =
1

1 + e(χ2
i−χ2

cutoff )/2T
(5.1)

where χ2
i is the χ2 contribution from the i -th track, χ2

cutoff is a cutoff constant equal 10,

T is the parameter that controls function sharpness.

As at the pre-selection stage, the Kalman filter is used iteratively:

1. The tracks are fitted with initial weight equal 1. The new weights wi are computed

according to the formula 5.1

2. Each track is weighted with its wi and the tracks are fitted again. The weights are

re-computed again.

3. The tracks with weights wi < 1 · 10−6 are removed from the next fitting iteration.

The algorithm iterates until convergence conditions are satisfied: |wi − wi−1| < 1 · 10−4

and the number of iterations is less than 100.

Having found all vertices with the help of the Adaptive fitting technique, the follow-

ing goal is to separate hard-scattering vertices and vertices coming from minimum bias

interactions. Based on the fact that minimum bias tracks typically have lower transverse

momentum than hard-interaction tracks, every track is assigned some probability to be

originated from a minimum bias vertex. A special probabilistic approach [84] is em-

ployed at DØ to determine minimum bias probability for each track. The minimum bias

probability for the vertex is then calculated by multiplying all individual track minimum

bias probabilities. Ultimately, the vertex with the lowest probability of originating from

a minimum-bias interaction is taken as the hard-interaction primary vertex.

5.2.3. Electrons
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The presence of an isolated electron in the event is an important physics signature

for many analyses. Such analyses include the top quark cross section and mass mea-

surements, precision measurements in the electroweak sector, searches for new physics,

etc. It is also crucial to be able to distinguish real isolated electrons from misidentified

ones (fakes). Thus efficient electron identification and fake rejection techniques were

developed and successfully implemented at DØ.

The electron identification uses information from the calorimeter and the tracking

system. It starts from finding energy clusters in the EM layers of the calorimeter.

Although photons leave very similar signal in the EM layers, they don’t have a matching

track in the tracking system as is the case with electrons. Electron quality criteria are

further applied to separate electrons from hadrons.

5.2.3.1. Cluster Reconstruction and Requirements

Cluster reconstruction begins from finding EM towers in the calorimeter. Every tower

is defined as a group of cells with the same η and φ coordinates. Cells contributing to

a tower are from the four EM layers and the first hadronic layer. A tower is typically

0.1 × 0.1 in η × φ space, and the minimum transverse energy deposited has to be at

least 50 MeV. After finding all towers, an EM cluster is defined using the simple cone

algorithm. All adjacent EM towers in the cone with radius R = 0.4 are grouped together

to form a cluster around a tower with the highest ET .

The following requirements are applied to select electron-like EM clusters:

• Transverse energy. The transverse energy of a cluster is required to be greater

than 1.5 GeV.

• Electromagnetic fraction. The electromagnetic fraction is defined as
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fEM =
EEM
ETOT

(5.2)

where EEM is the energy deposited in the electromagnetic calorimeter, and ETOT

is the total energy deposited in the calorimeter (all EM and hadronic layers). The

cluster is required to have fEM ≥ 0.9.

• Isolation. The isolation fraction is defined as

fiso =
ETOT (0.4)− EEM(0.2)

EEM(0.2)
(5.3)

where ETOT (0.4) is the total energy inside a cone with radius R = 0.4, and

EEM(0.2) is the energy in the EM layers only inside a cone with radius R = 0.2.

The cluster isolation requirement is fiso ≤ 0.15.

These requirements provide high efficiency for identifying real electrons while sub-

stantially suppressing the main backgrounds: π0 decay into two photons when π0 is

belongs to a jet, and early photon conversion into electron-positron pair. Additionally,

the isolation fraction requirement significantly reduces the background from semileptonic

decay of b and c quarks.

5.2.3.2. Electron Quality Variables

By imposing additional quality requirements, a further background reduction can be

achieved. Those requirements include matching a track to the cluster, comparison of

the shower shape of the cluster with that expected from the electron, and a likelihood

calculation of the electron to originate from background processes.

The following quality requirements are imposed on each electron candidate:

• Track-match χ2. As a charged particle passing through the detector, an electron

leaves a track in the tracking system. This electron cluster must have at least one
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reconstructed track that matches the cluster. The track-match χ2 is defined as

follows:

χ2
track-match =

(
∆φ

σ∆φ

)2

+

(
∆z

σ∆z

)2

+

(
ET/pT − 1

σET /pT

)2

(5.4)

where ∆z and ∆φ are the difference between the track position and the EM cluster

position at the third layer of the calorimeter; ET/pT is the transverse energy of the

EM cluster as measured by the calorimeter divided by the transverse momentum of

the track; σx is the experimental resolution of variable x. For every available track,

the probability P (χ2
track-match) is computed. P (χ2

track-match) reflects how probable

that a given track is matched to the cluster. The track with the highest probability

is chosen as the electron track.

• H-matrix χ2. The longitudinal and transverse shape of an electron shower in the

calorimeter is different from that of a jet. This difference in shower development

can be used to discriminate an electron from a jet. The following seven variables

are used to parameterize shower shape of the cluster: the energy deposition in

each of the first 4 EM layers of the calorimeter, the cluster size in the third layer

of the calorimeter, the logarithm of the total energy, and the z position of the

primary vertex divided by its uncertainty. To compare shower shape of the cluster

with shower shape for an electron, the H-matrix technique [85] is used. The H-

matrix can be determined from the covariance matrix M , namely H ≡M−1. The

covariance matrix, in turn, is defined from the sample of Monte Carlo electrons as

follows:

Mij =
1

N

N∑
n=1

(xni − x̄i)(xnj − x̄j) (5.5)

where N is the total number of electrons in the sample, and the xni is the i-

th variable for the n-th particle. The parameter that measures the degree of
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agreement between shower shape of the cluster and that expected for an electron

is calculated as:

χ2
H7 =

7∑
i,j=1

(xi − x̄i)Hij(xj − x̄j) (5.6)

To identify a cluster as an electron, we require χ2
H7 < 50.

• Electron Likelihood. In order to further improve electron purity, the likelihood

approach [86] is employed. The electron likelihood is based on several input vari-

ables and trained using Z → e+e− data for the signal and QCD jet events for the

background. The input variables used for the likelihood are:

– Number of tracks in ∆R < 0.4

– Scalar sum of track pT in hollow cone 0.05 < ∆R < 0.4

– Spatial track-match probability P (χ2
track-match)

– Isolation fraction fiso

– Electromagnetic fraction fEM

– Ratio of the transverse energy of the cluster in the calorimeter to the trans-

verse momentum of the matched track, ET (EMcluster)/pT (track)

– Distance of closest approach (DCA) of the cluster track candidate with respect

to the primary vertex in the transverse plane.

– H-matrix parameter χ2
H7

– H-matrix parameter χ2
H8. The χ2

H8 parameter additionally to the quantities

used in χ2
H7 employs the transverse width of the shower variable.

Consequently, distributions of each variable are obtained from Monte Carlo signal

and background samples. The distribution of each variable xi is used to assign a
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probability for the cluster to be a signal or background: Psig(xi), Pbkg(xi). Multi-

plying the probabilities for different variables, the overall probability to be signal

or background can be obtained under the assumption that the variables are not

correlated:

Psig(x) =
∏
i

Psig(xi) (5.7)

Pbkg(x) =
∏
i

Pbkg(xi) (5.8)

Then the electron likelihood can be constructed as:

L(x) =
Psig(x)

Psig(x) + Pbkg(x)
(5.9)

When L(x) is close to 1 then the cluster is deemed to be from an electron. If L(x)

is close to 0, this corresponds to the background. The electrons used in this thesis

are required to have L(x) > 0.85.

5.2.3.3. Electron Energy Scale

The Z boson mass is well-known parameter, measured to be 91.1875 ± 0.0021 GeV

[8]. The invariant mass of two electrons in DØ data from Z → e+e− decays does not

agree with this value. The cause of the lower mass originates from different electronics

effects in the calorimeter that need to be accounted.

Test-beam studies showed that the relationship between true and measured electron

energies has a linear form:

Etrue = αEmeas + β (5.10)
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where α is called electron energy scale and β is the offset. The parameters α and β

can be obtained from measured dielectron masses of the known particles that decay into

electrons: Z boson, J/ψ and π0.

5.2.4. Muons

The DØ detector has an ability to identify muons in a few different ways involving

independent detector subsystems. However, the main component in muon identification

and muon measurement is the three layer muon system.

A muon, passing through the muon system, leaves a signal in the form of hits in every

layer. The hits can be subsequently grouped together and form a muon track segment.

A muon track segment in a layer is reconstructed by fitting a straight line to the hits in

that layer. It is possible to have more than one muon track segment found in any given

layer. In such case a segment with the best fit χ2 is used.

After track segments are found in all three layers, a muon track reconstruction is

performed by fitting a curve through the segments in every layer. To properly reconstruct

a muon track, the track fitting procedure accounts for the effect of the toroid magnetic

field between layer A and B as well as for the effects due to substantial presence of

the material between those layers. To determine a muon momentum, the curvature of

reconstructed track is used.

In practice, muon reconstruction uses information from both the muon detector and

the central tracker. The central tracker provides muon momentum measurement with a

much higher precision than the muon detector. Additionally, it is also very effective at

reconstructing tracks in the whole angular acceptance of the muon detector.

Once a muon track is reconstructed by the muon detector, it must be matched to a

track in the central tracking system. The track matching is performed by extrapolating

the muon track through the calorimeter to a track in the central tracker. The track
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matching procedure properly accounts for possible energy loss and multiple scattering

in the calorimeter. The degree of agrement between two tracks is described by a χ2 of

the muon track fit to a central track.

The level of agreement given by the χ2 of the muon track fit is used in assessing

muon quality. If these tracks are in good agreement with each other and a muon is

considered of a good quality then its momentum is concluded from the central tracker.

If the χ2 shows bad fit agreement then this may be an indication of having a cosmin

muon passing through the detector.

5.2.4.1. Muon Quality Variables

Muon quality variables as described in [87] are used to classify muon candidates.

There are four quality variables: muon quality, tracking quality, isolation and cosmic

veto. Depending on the type of the analysis, different values of the quality variables can

be required. Usually higher requirements provide a better quality of muons but tend to

have lower reconstruction efficiency. Analyses that are less sensitive to the quality of

muons can apply less strict requirements to quality variables.

In general muon quality variables are detailed below:

• Muon Type and Quality. To evaluate quality of muon candidates, two parame-

ters are used : muon type and muon quality. The muon type parameter is described

by the special variable nseg. If nseg has a positive value, i.e. nseg > 0, then the

muon reconstructed in the muon detector matches a track in the central tracker.

The case when nseg < 0 indicates that there is no central track that matches the

muon registered in the muon system. The absolute value of nseg tells how exactly

the muon was registered in the muon detector:

– |nseg| = 1. The muon is registered with A-layer hits only.

– |nseg| = 2. The muon is registered with B or C-layer hits only.
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– |nseg| = 3. The muon is registered in all three layers.

The muon quality parameter defines three types of muons: “Loose”, “Medium”

and “Tight”. To assign this value, the hit information from the muon system and

the nseg variable are used. All “Tight” muons require |nseg| = 3. If muon has

|nseg| = 3 but fails “Tight” hit requirements, it can be marked as “Medium” or

“Loose”. In all cases when |nseg| < 3, depending on the hit information, the muon

is labelled either as “Medium” or “Loose”. Detailed information on muon quality

parameter definition is given in Appendix A.

• Track Quality. Analogous to the muon quality three types of tracks have been

defined: “Loose”, “Medium” and “Tight”. The track quality assessment is based

on the following parameters:

– Number of hits either in the SMT or CFT system

– χ2 per degree (or χ2/d.o.f.) of freedom of the central track fit

– Distance of closest approach (DCA) of the track with respect to the primary

vertex

The muon track quality results are defined as follows:

– “Loose track”. |DCA| < 0.2 cm. If the track also contains a hit in the SMT

then the requirement is changed to |DCA| < 0.02 cm.

– “Medium track”. The Medium track must satisfy Loose track requirements

and additionally pass a χ2/d.o.f. < 4 requirement.

– “Tight track”. The Tight track add SMT hits to the requirement for Medium

tracks.

Most of the cosmic muon tracks do not pass the DCA track criterion. Such muons

are not originated from the collision point and therefore have very large DCA
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value. The muons that come from hadronic decay (e.g. π → µν̄µ) or semileptonic

decay of heavy quarks (e.g. b → Wu → µν̄µu) are rejected by the χ2. Long-lived

particles, like hadrons or heavy quarks, usually travel substantial distance from

the interaction point before decaying and therefore the fit if muon central track

results in large χ2.

• Muon Isolation. Muons produced due to heavy flavor decay tend to have a

small opening angle. As the opposite to that, interesting physics processes often

include W or Z bosons that decay into muons with very wide opening angle. This

suggests the muon isolation criterion to be an important requirement in separating

interesting physics muons from heavy flavor background. There are five variables

that are used in muon isolation requirements:

– TrackHalo = ptracksT (0.5)− pµT

– CalorimeterHalo = Ecells
T (0.4)− Ecells

T (0.1)

– ScaledTrackHalo = TrackHalo/pµT

– ScaledCalorimeterHalo = CalorimeterHalo/pµT

– ∆R(µ, jet) - distance to the closest jet in η-φ plane

where ptracksT (0.5) is the sum of the transverse momentum of all tracks inside a

cone of radius 0.5, pµT is the transverse momentum of a muon; Ecells
T (0.4) and

Ecells
T (0.1) are the transverse energy deposited to the calorimeter cells that lie

around the muon track inside a cone of radius 0.4 and 0.1 correspondingly. Various

isolation requirements can be produced by combining different isolation variables.

Every particular combination of variables with corresponding cut values is called

an isolation working point. The set of the main isolation working points is given

in Appendix B.
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• Cosmic Veto. Cosmic muons that have passed DCA requirement and thus can be

misidentified as muons from the collision point are also required to satisfy a cosmic

veto parameter. This parameter uses the scintillator hit times to distinguish good

muons (resulting from the collision) from cosmic muons. The scintillators provide

precise timing information with response time of 1.6 ns. This allows selection of

muons that have a timestamp matching the collision time with very high efficiency.

Subsequently, muons that do not match the collision time are marked as cosmic

ray and are therefore rejected. For every layer in the muon detector, the cosmic

veto parameter defines a time interval within which a muon is considered to be a

muon coming from the pp̄ collision:

– A-layer |∆t| < 10 ns

– B-layer |∆t| < 10 ns

– C-layer |∆t| < 10 ns

5.2.5. Jets

There is no unique definition of a jet, unlike the case of elementary particles such

as an electron, muon and a photon. This is due to the fact that a jet is not a single

elementary particle but rather a spray of different particles, elementary and not, moving

along some direction with relatively small opening angle. In a simple way, a jet can be

defined as a shower of particles seen by the detector in some narrow cone.

Most of the particles in a jet are a result of showering and hadronization processes of

a quark or a gluon. Because of the ”confining” nature of the strong interaction, particles

that carry a color charge - quarks and gluons - can never appear in free form. Instead

they shower and subsequently fragment into a hadrons before being detected in the

detector. The showering and fragmentation of a parton from hard scattering interaction

or ISR/FSR processes produces hadrons moving in close vicinity to the direction of
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the original parton. Such parton evolution to many hadrons, ultimately, is seen in the

detector and defined as a jet.

Additionally, some of the hadrons can decay into other particles before reaching the

detector. The hadron collection includes substantial amount of neutral pions. Subse-

quently, most of the pions may easily decay into two photons (π → γ + γ) that can be

seen in the electromagnetic layers of the calorimeter. Less frequently a pion can decay

into electrons (π → γ+e+e) or a muon (π → µ+ν). Thus the jet content is not limited

to hadrons only, it can also contain electrons, muons and photons.

Jet showers can differ dramatically in shape and particle content. Jets deposit energy

both in the electromagnetic and hadronic layers of the calorimeter. Complementary to

that, jets usually have many associated tracks from the central tracking system.

Special algorithm and quality requirements have been developed at DØ to reconstruct

and identify jets in the detector. The following subsections describe these in detail. The

jet energy calibration is detailed in Chapter 6.

5.2.5.1. Jet Reconstruction

To design an efficient jet reconstruction algorithm, certain theoretical and experi-

mental requirements should be satisfied. Thus from an experimental standpoint, the

ideal jet algorithm must satisfy the following main requirements:

• Jet finding technique should be insensitive to multiple hard scattering processes

at high luminosity

• All interesting jets in the event should identified by the algorithm. For the purposes

of my analysis, the jet is considered to be an interesting if it arises from an energetic

parton as a result of hard scattering process

• The effects of resolution smearing and angle biases should not be amplified by the
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algorithm

• The algorithm performance should be independent of the detector

Theoretical requirements include insensitivity to soft gluon (low pT ) radiation, in-

variance under boosts, infrared safety, collinear safety and others. The full list of re-

quirements for the ideal jet algorithm is described in detail in [88].

At DØ, the RunII Cone Algorithm [89] is employed for finding and reconstructing jets

in the event. The cone algorithm is designed to implement the ideal jet reconstruction

algorithm as closely as possible. The main idea behind the cone algorithm is to find a

jet by surrounding the shower of particles with a cone of certain size in η×φ space. The

cone algorithm uses a fixed geometry approach to isolate dominant energy flow in the

calorimeter and thus reconstruct a jet.

The pre-reconstruction stage starts with cells in the calorimeter. All noisy cells are

removed using the T42 algorithm [90] before the algorithm runs. Each cell is assumed

to have zero mass, and has the four-momentum pcell = (Ecell, ~Ecell), where Ecell is the

energy measured in the cell, ~Ecell points from the primary vertex to the center of the

cell. The cells are organized together to form towers in the calorimeter. Each tower has

the four-momentum

ptower =

Ncells∑
i=1

pcelli (5.11)

where pcelli is the four-momentum of the i-th cell and Ncells is the total number of cells

in the tower.

The actual RunII Cone Algorithm proceeds in three stages. The first stage is called

clustering. At this stage the calorimeter towers are grouped into preclusters. The towers

with ptowerT > 0.5 GeV are marked as seeds and the list of seeds is populated by the

algorithm from the towers that pass the above criterion. The seed with highest ptowerT is
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surrounded with the cone of radius ∆R = 0.3. All towers in the cone are considered as

belonging to one precluster with the four-momentum

pprecluster =
Ntowers∑
j=1

ptowerj (5.12)

where ptowerj is the four-momentum of the j-th tower and Ntowers is the total number

of towers forming the precluster. If any tower from the list of seeds appears also inside

the cone, then it is removed from the list of seeds. An updated list of seeds is defined

and the procedure repeats iteratively with the next leading seed until all preclusters are

found.

At the second stage, protojets are formed from the preclusters. The list of preclusters

serves as the list of seeds for making protojets. The algorithm adds a precluster to

the list of seeds if ppreclusterT > 1.0 GeV and there are more than one tower in the

precluster. The precluster with highest ppreclusterT from the list of seeds is surrounded

with the cone of radius ∆R = 0.5. All preclusters in the cone are added together

and form a protojet candidate. The center of the protojet candidate is determined

by calculating a centroid from preclusters weighted by their ppreclusterT . If the distance

between the initial seed and the center of the protojet candidate is less than critical

value ∆R < 0.001, the protojet candidate is marked as a stable protojet. Otherwise,

the center of the protojet candidate is used as the new seed and the procedure repeats

until the stable protojet is found. The stable protojet is added to the list of protojets

unless another protojet already exists in the list for which the following conditions are

true - |pPCT /pPJT −1| < 1% and ∆R(PC, PJ) < 0.005. Here, ∆R(PC, PJ) is the distance

between the protojet candidate and the protojet in η×φ space, pPCT and pPJT transverse

momentum of the protojet candidate and the protojet candidate respectively,. The

protojet finding procedure is repeated until all protojets are found. The four-momentum

of a protojet is given by
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pprotojet =

Npreclusters∑
k=1

ppreclustersk (5.13)

where pprotojetk is the four-momentum of the k-th protojet and Npreclusters is the total

number of preclusters in the cone of radius ∆R = 0.5 around the center of the protojet.

The third stage is merging and splitting of the protojets. The algorithm starts from

the highest pT protojet selected from the list of protojets. The protojet becomes a jet

and is removed from the list if it does not overlap with any other protojet. If the protojet

shares more than 50% of pT with another protojet then the two are merged. The two

overlapping jets are split if the shared pT fraction is less than 50%. Merging is done by

combining preclusters of the two neighbor protojets in one, and running the protojet

reconstruction algorithm on the newly formed precluster to find a stable jet. Splitting

is done by assigning all shared towers to the closest of the two protojets in η × φ space.

Merging and splitting process continues until all stable, not overlapping jets are found.

The four-momentum of a jet is equal to the four-momentum of the stable protojet it

corresponds to, e.g. pjet = pprotojet. When merging and splitting of the protojets is done,

jets with pT < 6 GeV are considered unphysical and therefore removed.

5.2.5.2. Jet Quality Variables

Often large noise fluctuations in the calorimeter can be misreconstructed as a jet

by the reconstruction algorithm. However, these jets have no tracks associated and are

therefore considered to be non-physical jets. Such jets are referred as fakes. In order

to reduce the amount of fake jets, the following quality requirements [91] have to be

applied :

• Electromagnetic fraction. To separate a jet from electromagnetic particles like

an electron or a photon, the EM quality variable cut is placed. The electromagnetic

fraction of a jet is required to be within the interval fEM ∈ [0.05, 0.95]. The EM
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fraction is defined as fEM ≡ EEM
ETOT

. Here, ETOT includes energy deposits from all

(EM, FH and CH) layers of the calorimeter.

• Coarse hadronic fraction. The coarse hadronic fraction is defined as

fCH =
ECH
ETOT

(5.14)

where ECH is the energy deposited in the coarse hadronic layers of the calorime-

ter. To remove the fakes from high level noise in the calorimeter, the following

requirements are placed on fCH for different regions in η:

– |η| < 0.8: fCH < 0.44

– 0.8 < |η| < 1.5: fCH < 0.6 for narrow jets, and fCH < 0.4 for wide jets

– 1.5 < |η| < 2.5: fCH < 0.46

• Hot Cell Removal. The ration of the energy in the second most energetic cell is

required to be ten times less than energy deposited in the the most energetic cell

This removes the jets due to electronic noise.

• Hot Tower Removal. Any tower belonging to a jet cannot have more than 90%

of its energy. If a jet has more than 90% of energy deposited to a single tower, it’s

likely to be from the noise in the readout electronics.

• Level 1 Trigger Confirmation. The jet is required to be confirmed by the Level

1 trigger. As defined in [92], the Level 1 ratio is

L1ratio =
pL1
T

precoT (1− fCH)
(5.15)

where pL1
T is the scalar sum of the transverse momentum of trigger towers inside

a cone of radius ∆R = 0.5, precoT is the momentum of the reconstructed jet, fCH

is the coarse hadronic fraction. The Level 1 trigger information contains only the
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100 hottest calorimeter towers of 0.2× 0.2 in η× φ space, and excludes the coarse

hadronic layer. A jet is required to fulfill one of following Level 1 ratio cuts:

– L1ratio > 0.5

– L1ratio > 0.35 for jets with pT < 15 GeV and |η| > 1.4

– L1ratio > 0.1 for jets with pT < 15 GeV and |η| > 3.0

– L1ratio > 0.2 for jets with pT ≥ 15 GeV and |η| > 3.0

5.2.6. Missing Transverse Energy

The momentum conservation law states that the total transverse momenta before

and after the collision have to be equal. Since the colliding proton-antiproton beams do

not have any transverse momentum to the beam, the total transverse momentum of all

particles produced in an event also has to equal zero. This implies a perfect balance of

the momenta in the transverse plane of all particles in the event.

An important caveat arises because neutrinos traverse the detector without any in-

teraction with its subsystems and thus appear completely unregistered. The presence of

a neutrino in the final state leads to an imbalance in the sum of measured momenta. For

historical reason, since an imbalance of total momenta in transverse plane is measured

in the calorimeter, it is often referred as missing transverse energy, and represented by

a symbol 6ET . Missing ET is defined as the negative sum of the transverse momenta of

all particles observed in the detector.

The reconstruction of missing ET takes place in the electromagnetic and fine hadronic

layers of the calorimeter. The uncorrected missing energy is calculated as:

6~ET
uncorr

= −
Ncells∑
i=1

~pT i (5.16)
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where ~pT i is a transverse momentum vector of the i -th cell, Ncells is the number of cells

in the calorimeter except the coarse hadronic layers. There is substantial level of noise

in the coarse hadronic cells and therefore those are not included. To reduce the noise in

the rest of the calorimeter, the T42 algorithm is used [90].

Due to the correction that photons, electrons and jets acquire during the offline

reconstruction stage, missing ET has to be corrected as well. Additionally, missing ET

needs to be corrected for muons, if those are present in the event. Since muons leave just

a little signal in the calorimeter, their transverse momentum calculated by the central

tracker is excluded from missing energy. The corrected missing energy is given by

6~ET
corr

= 6~ET
uncorr

−
Nmuons∑
i=1

~pT i −
Nobjects∑
j=1

(
~pT

corr
j − ~pT uncorrj

)
(5.17)

where i runs over all muons in the event, and j runs over all other objects except of

muons (i.e photons, electrons and jets); correspondingly Nobjects is the total number of

objects in the event excluding muons, and Nmuons is the total number of muons in the

event. ~pT
corr
j and ~pT

uncorr
j are the corrected and uncorrected momenta of each object.

Detailed missing ET calculations and corrections are described in [93].

5.2.6.1. Missing Transverse Energy Significance

The momentum resolution of the objects in the event, photons, electrons, muons

and jets, defines the corresponding resolution of missing ET . It is not unlikely to obtain

6ET > 0 in the events due to measurement fluctuations. Thus, to evaluate how likely a

non-zero value of the measured missing ET comes from the effect of resolution, a special

variable, Missing Transverse Energy Significance (σ/ET ), is employed. It is given by the

likelihood that the measured 6ET is consistent with a fluctuation from zero as the result

of the detector momentum resolution. The variable is computed on an event-by-event

basis and defined as follows:
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METSig = 2 log

(
6ET√
2σ

)
(5.18)

where 6ET is the measured missing ET and σ is the variance of the probability distribution

p(6ET ). The p(6ET ) and the variance σ are computed by the σ/ET algorithm [94] from the

object momentum resolutions assuming they have a Gaussian shape. The definition of

σ/ET reflects how many standard deviations the measured 6ET is away from zero. Large

σ/ET values indicate that missing ET is due to the presence of one or more neutrinos in

the event, whereas σ/ET values closer to zero correspond to 6ET from mismeasurement.

Although the σ/ET varies in the range from 0 to infinity, for many analyses cuts on

σ/ET usually lie in interval from 0 to 10. A cut on σ/ET is found to be very useful to reduce

Z background for tt̄ events.
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Figure 5.2. The illustration of the Hough transformation for a single muon of 1.5 GeV

leaving 5 hits in the SMT. (a) Circular trajectories passing through the given hit. (b)

A line in the (ρ, φ) space that corresponds to the set of trajectories for the hit. (c) Five

hits correspond to the five lines crossing at one point in (ρ, φ) space. (d) 2D histogram

with the peak giving track candidate parameters.
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Chapter 6

JET ENERGY CALIBRATION

The energy of a jet calculated by the RunII Cone Algorithm, in principle, does

not match to the total energy of all particles the jet encompasses. This is a result

of different detector effects and algorithm limitations. For instance, non-liniarities in

hadron response and presence of dead material in the calorimeter result in a lower

measured jet energy than the total energy of all constituent jet particles. Such an

algorithm limitation as the fixed size of a cone does not account for particle emission

outside of the cone and therefore also leads to the lower measured energy of a jet. Thus

to determine jet energy accurately, jet specific corrections are required.

The Jet Energy Scale (JES) is a general term for the corrections that account for

the effects mentioned above. Section 6.1 describes the standard approach used at DØ

to correct the jet energies. The standard JES is derived on the γ+jet sample while the

analysis specific corrections are obtained from `+jets channel of tt̄ decay. The γ+jet

sample suffers from large contamination from dijet events. Thus, the purity of γ+jet

sample is estimated in Section 6.1.2.

The analysis specific corrections, flavor-dependent jet response correction and `+jets

jet energy scale correction, are described in Section 6.2. It is a first time that these

corrections are applied in the tt̄ dilepton channel.

6.1. Standard Jet Energy Scale Correction

As mentioned above, a parton - gluon or quark - had never been observed in isolation.

A schematic view of parton evolution starting from the hard scattering interaction to the
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energy deposition in the calorimeter cells is depicted in Figure 6.1. Due to the nature

of the strong interaction, a high-energy parton produced in the collision consequently

goes through showering and hadronization. As the result of this, a jet of hadrons is

produced. Such a collimated shower of particles before interacting with the detector is

often referred as a particle jet. Particle jet is reconstructed with the same algorithm as

a jet at the detector level. Since the showering and fragmentation make it very hard

to associate the jet energy with an underlying parton energy, the standard JES tries

to relate a jet seen in the calorimeter with a particle jet. The ultimate goal of the jet

energy scale is to correct the energy of a reconstructed jet back to the particle level jet,

but not to the parton level.

The jet energy scale correction procedure is made of a number of sub-corrections.

Each correction is derived independently and later applied sequentially with the other

corrections.

The following sub-corrections [95] are the main components used for the standard

jet energy scale correction procedure:

• Offset correction Eoffset. The offset correction Eoffset is the energy deposited

in the calorimeter in the cone of jet that is not associated with any hard scat-

tering processes. The offset energy is the result of the underlying event. The

underlying event includes all possible effects in the calorimeter that lead to the

energy deposition, except for the inelastic collisions. Such effects, for example, are

multiple parton interactions, beam remnant energy deposits, energy from previous

collisions.

The offset correction is determined from the measurement of the energy density per

tower measured in minimum bias events. In order to take into account a possible

dependence on the instantaneous luminosity, the measurement of energy density

is performed for different primary vertex multiplicities.
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Figure 6.1. Sketch of a parton evolution into a jet in the calorimeter. The original

parton is the result of hard scattering pp̄ interaction.
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• Relative response correction Fη. The DØ detector is uniform in the central

cryostat (CC), and the end-cap cryostat (EC). Although, it is not uniform in the

regions between these components. The relative response correction attempts to

make the calorimeter look uniform across wide range in pseudorapidity. In the

idealistic situation, after this correction is applied, the calorimeter has a response

to a jet versus energy that is independent of η.

• Absolute response correction R. The absolute response is defined as

R =

∑
i∈ptcljetE

meas
i

Eptcl
jet

(6.1)

where Emeas
i is the energy deposited in the calorimeter by the i-th particle from a

particle jet, Eptcl
jet is the energy of particle jet. After the relative response and the

offset corrections have been applied, the absolute response is determined for the

jets in the region with |η| < 1.0 (CC) and 1.5 < |η| < 2.5 (EC).

• Detector showering correction S. The showering correction is aimed to correct

for the energy losses (gains) out of (in to) the jet cone due to the particle showers

leaking in to (out of) the jet cone. The showering correction is defined as

S =

∑
i∈ptcljetE

meas
i Si +

∑
i/∈ptcljetE

meas
i Si∑

i∈ptcljetE
meas
i

(6.2)

where Si is the energy fraction of the i-th particle contained within the calorimeter

jet cone.

Since the detector modeling is not perfect, jets in the MC simulation have different

response than those in data. Thus, the response correction is determined separately

for the MC simulation and the data. The equation used to correct the energy of a

reconstructed jet to the particle level is given by

Eptcl
jet =

Ereco
jet − Eoffset
Fη ×R× S

(6.3)
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where Ereco
jet is the measured jet energy in the calorimeter, and Eptcl

jet is the corrected jet

energy to the particle level.

6.1.1. Missing ET Projection Fraction Method

The uncertainty from the standard JES correction is dominated by the error on

the jet response in the calorimeter. Thus, it is of great importance to have a reliable

and robust method for the calorimeter response calculation. At DØ, the absolute jet

response is measured with the Missing ET Projection Fraction (MPF) method [96] using

pT imbalance in events containing a photon with a jet back-to-back (γ+jet).

Compton scattering and quark-antiquark annihilation are the main physics processes

leading to such direct photon production. The leading order Feynmann diagrams re-

sponsible are shown in Figure 6.2

Figure 6.2. The main Feynmann diagrams of the direct photon production in γ+jet

events.

The MPF method is based on the momentum conservation law. Although it is applied

to events from higher orders, it is instructive to consider further the LO configuration.
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The total transverse momentum of pp̄ before the collision is zero; thus in the γ+jet

finals state events the sum of the photon transverse momentum (~p γT ) and the particle

jet transverse momentum (~p ptcljetT ) is also zero

~p γT + ~p ptcljetT = 0 (6.4)

In Equation 6.4, the effect of hadronization is neglected and it is assumed that the

transverse momentum of the underlying parton is equal the transverse momentum of

the resulting particle jet, ~p partonT = ~p ptcljetT . The photon is often referred as a tag, while

the jet is called a probe.

Due to the different hadronic and electromagnetic responses, the actual energy mea-

surement in the event will manifest missing ET . So the momentum conservation for the

identified objects in the calorimeter is given by

Rem~p
γ
T +Rjet~p

ptcljet
T + 6~Emeas

T = 0 (6.5)

where Rem is the electromagnetic response, and Rjet is the response of the particle jet.

Since the Rem is a known parameter, then the corrected missing energy can be defined

as follows

6~E corr
T = 6~Emeas

T − (1−Rem)~p γT (6.6)

Using the relationship ~p ptcljetT = −~p γT from Equation 6.4 and the corrected missing

energy, the Equation 6.5 can be written as

~p γT −Rjet~p
γ
T = −6~E corr

T (6.7)

By projecting the missing energy vector along the direction of the photon, the ex-

pression for the particle jet response can be written in the following form
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−n̂ γT · 6~E
corr
T = ~n γT · (~p

γ
T −Rjet~p

γ
T ) = p γT −Rjetp

γ
T

Rearranging terms gives,

Rjet = 1 +
6~E corr
T · n̂ γT
p γT

(6.8)

One of the benefits of using the 6~ET is that it provides an independent assessment

of the offset and showering effects. The offset is expected to be equal in all directions

and therefore cancel out when computing 6~ET . Additionally, the MPF method does not

depend on the algorithm that is chosen to reconstruct a jet, because the 6~ET is ignorant

of the jet cone boundary.

To avoid possible bias in response calculation due to the poor resolution of the

measured jet energy, a special jet Energy Estimator is introduced [97]:

E ′ = ET γ cosh ηjet (6.9)

The estimator E ′ is defined through the well-measured quantities: jet direction and pho-

ton energy. It is therefore independent of a jet algorithm chosen for jet reconstruction.

By measuring the response versus E ′, the jet resolution bias is removed. Although the

new bias from a photon is now introduced, the effect of it is much smaller than that

from the jet resolution.

The Energy Estimator is strongly correlated with the measured jet energy. For a

leading order event, taking into account

cosh ηjet =
1

sin θjet

and neglecting the photon resolution effect, ET γ ' ET ptcljet, the Energy Estimator

E ′ = E ptcljet (6.10)
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Figure 6.3. The jet response calculated for JCCB jets in RunIIa MC simulation. The

JCCB jet is a jet with the cone size ∆R = 0.5. The jets with the cone size ∆R = 0.7 is

called JCCA.
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The jet response dependence on energy estimated for RunIIa MC simulation is shown

in Figure 6.3. Based on the electromagnetic fraction fEM , parametrization for a single

particle in [98], after some manipulation the jet response parametrization, can be written

in the following form:

Rjet(E
′) = p0 + p1 ln

E ′

E0

− p2 ln2 E
′

E0

(6.11)

where p0, p1, and p2 are independent of energy free parameters; the E0 is an arbitrary

energy constant. The jet response measured in the data shows very good agreement

with the parametrization given in the Equation 6.11.

6.1.2. Sample Purity Estimation

As it is described above, the MPF method calculates the absolute jet response from

γ+jet events. In practice, however, the selected γ+jet data sample suffers from contam-

ination of events with two back-to-back jets in the final state. The two jet final state is

also known as a dijet event. If one of the jets in a dijet event contains a leading π0 (or

η, ω, Ks
0) hadron decaying into two photons, such jet can be potentially misidentified

as a photon. The probability of misidentification depends on the photon identification

criteria and is typically very small.

Nevertheless, the dijet background contamination still remains a sizeable one. The

substantial dijet contamination is mainly the result of much higher dijet event production

rate than that for direct γ+jet production. The dijet cross section is about three orders

of magnitude larger than the cross section with γ+jet final state. To take into account

the dijet background effect in the absolute response calculation, the sample purity is

introduced:

ρ =
S

S +B
(6.12)
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where ρ is the sample purity, S is the number of the signal (γ+jet) events, and B is the

number of background dijet events.

I calculated the purity for medium and tight photon definitions. I also corrected

response for the presence of the dijet background. However, because the medium photon

criterion is deprecated for most of the analyses at DØ, the only tight photon purity is

implemented in the DØ software framework. The medium photon purity is only needed

for tight photon purity estimation. The purities calculated in data and MC simulation

are found to be in good agreement.

6.1.2.1. Hollow Cone Template Method

Unlike the MC simulation where the sample purity is calculated by counting the

number of events passing the selection criteria, the purity estimation for data is not as

straight-forward. I used a special technique called the Hollow Cone Template Method

that has been developed to determine the purity.

The method employs a particular variable to discriminate a photon against a jet.

The hollow cone track variable (HC07) is defined as the total scalar transverse momenta

of all tracks in the hollow cone of 0.05 < ∆R < 0.7 around the photon candidate.

The method produces the HC07 distributions for the MC simulation of γ+jet and dijet

events, and fits those to the distribution in the data. An example of the hollow cone

variable distribution for MC signal, MC background, and data is given in Figure 6.4.

In the context of the method, the HC07 distribution in γ+jet and dijet MC samples

are referred as the templates. The actual fitting is done with the help of TFractionFitter

class from ROOT on the normalized MC templates. Using finite MC samples, TFrac-

tionFitter employs special technique [99] to fit a sum of models to the data. The purity

is concluded from the fit and indicates what fraction of the events in data is contributed

from γ+jet production.
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Figure 6.4. The hollow cone track variable distributions in the region with 0.0 < ηjet <

0.4 and 40 < E ′ < 60 GeV. The distribution for the data is shown by the filled circles,

while MC simulations are: signal template (squares), background template (triangles),

and MC fit to the data (empty circles).
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The purity is derived for different regions in ηjet as a function of E ′, and fitted using

the parametrization given in Equation (6.13).

ρ(E ′) =
1

1 + p0E ′
p1

(6.13)

The free parameters p0 and p1 are independent of energy and determined from the fit.

An example of the purity fitted with function (6.13) is shown in Figure 6.5

For the photon candidate with tight quality requirements, the template method can-

not be applied directly. The tight photon definition requires HC07 < 1.0 GeV, thus

making it impossible to produce hollow cone distribution in this case. Instead, purity

result Ptight for tight photon is obtained from purity Pmed calculated for the medium

photon. The tight photon purity Ptight is given by

Ptight =
Pmed · fγ+jet

med

Pmed · fγ+jet
med + (1− Pmed) · fdijetmed

(6.14)

where fγ+jet
med and fdijetmed is fraction of events passing HC07 < 1.0 GeV for medium quality

photon in MC simulated γ+jet and dijet samples. The Pmed used in Equation (6.14)

is derived with the HC07 template method while fγ+jet
med and fdijetmed are estimated from

MC simulation. Equation (6.14) becomes the standard definition of the purity for tight

photon, Ptight =
Stight

Stight+Btight
, given that fγ+jet

med ≡ Stight
Smed

, fdijetmed ≡
Btight
Bmed

and Pmed =

Smed
Smed+Bmed

6.2. Analysis-Specific Jet Energy Scale Corrections

With more data collected, the statistical error of a measurement becomes small or

even negligible. As opposed to that, an increase in data does not necessarily affect a

systematic uncertainty and thus can leave it unchanged. For the analyses with jets in

the final state, such as the measurement of the top quark mass, QCD precision tests
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Figure 6.5. Sample purity calculated with the hollow cone method in the different ηjet
regions. The purity is shown in the black circles with corresponding error bars reflecting

the uncertainty. The parametrization fit is the solid red line. Dashed red bands indicate

the statistical uncertainty on the fit.
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and others, the error due to the Jet Energy Scale is the major systematic uncertainty.

As a result of that, the total uncertainty is largely dominated by the JES systematic

uncertainty.

In order to reduce the JES systematic and lower the total uncertainty for the analy-

sis presented in this thesis, I have applied additional jet response corrections. A flavor

dependent correction applies to MC simulation and accounts for a difference in response

between b-jets and light quark jets. The global scale discrepancy between jets in the sim-

ulated events and the events from data is accounted using an average response correction

obtained from the top quark mass measurement in the `+jets channel.

6.2.1. Flavor-Dependent Jet Response Correction

The energy of a jet measured in the calorimeter is corrected to the particle level by

the standard Jet Energy Scale procedure described in the Section 6.1. The standard

JES is derived from γ+jet events and depends on the jet kinematics, i.e. jet pseudo-

rapidity and transverse momentum. This, however, does not account for the fact that

jets can be initiated from partons of different flavor. Different underlying partons give

the jets differing in particle composition and kinematic characteristics. As a result, the

electromagnetic fraction of the energy in the calorimeter, for instance, is different for b

and light jets. More importantly, particle multiplicity for b and light jets is also very

different [100].

The type, energy spectra and angular distribution of particles constituting a jet is a

result of the topological configuration of the event. The number of particles in a jet is

also affected by event topology. Initiated from different flavors of parent partons, jets

have different particle distributions and ideally should therefore have different response

correction. An example of particle jet multiplicity for gluon and quark jet is given in

Figure 6.6 [101].
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If not properly corrected for, a different particle distribution of jets in MC simulation

vs. data can result in a systematic shift in the measurement of the top quark mass. To

make the calorimeter jet response in the simulation agree with that in data, the flavor-

dependent response correction [102] is applied to the MC.

Each MC simulated jet in the calorimeter is spatially matched to a particle level jet.

The correction factor for the jet response is calculated as follows

F =

∑
iEi ·RData

i∑
iEi ·RMC

i

(6.15)

where the sums run over all particles in the MC particle jet; Ei is the true energy of

the i-th particle; RMC
i and RData

i are the single-particle responses of the i-th particle for

the simulation and data correspondingly. The correction factor F is applied to the jet

energy after the offset correction Eoffset is subtracted

(Ereco
jet − Eoffset)corr = (Ereco

jet − Eoffset) · F (6.16)

The other standard JES corrections, i.e. R, Fη and S are applied to the (Ereco
jet −

Eoffset)
corr in the regular way according to Equation (6.3):

Eptcl, corr
jet =

(Ereco
jet − Eoffset)corr

Fη ×R× S
(6.17)

Single particle responses used in Equation (6.16) are derived separately for data and

MC simulation. All stable particles except the neutrinos - γ, e±, µ±, π±, K±, KS
0 , KL

0 ,

p±, n, Λ, Σ’s, Ξ’s are included into particle jet reconstruction.

In practice, however, Equation (6.17) is not used to correct the energy as it would

require to re-derive the standard JES correction from the sample corrected for the MC

to data difference. Instead, the ratio between F for different flavors of jets and the

averaged F for the jets in the γ+jet sample is used
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Dβcorr =
F β

〈F γ+jet〉
(6.18)

where β labels a jet initiated by a light quark, gluon, or b quark. Defining the correction

this way allows to correct the average jet response for the MC to data difference for

different flavors of jets.

6.2.2. `+jets Jet Energy Scale Correction

To further calibrate the energy of jets in data, the analysis of this thesis uses an

additional jet energy scale factor, referred to below as kJES. The correction factor is

calculated in the `+jets channel of the tt̄ decay, and the most recent such analysis by DØ

that derives kJES is the measurement of the top quark mass with the Matrix Element

method [103].

In the `+jets channel of tt̄ events, the scale factor kJES is applied to the energies of

all jets. Subsequently, a likelihood as a function of mt and kJES is constructed. The

top quark mass and jet energy scale are then obtained by maximizing the likelihood.

Since one of the W bosons decays hadronically, W → qq′, the invariant mass of the W

boson is used to constraint the resulting pair of jets W bosons from decays. According

to the results from Ref. [103], the scale factor is measured to be kJES = 1.013 ± 0.008

(stat). The resulting two-dimensional likelihood contours after all calibration are shown

in Figure 6.7 taken from Ref. [103].

The method employed in Ref. [103] to derive kJES is channel-specific and care must

be taken when directly applying it to tt̄ dilepton events. The requires that the difference

in event topologies between the two channels are properly accounted.

To calibrate energy of jets in data, all jets in an event have to be divided by kJES.

The mean value of kJES is used to correct the jet energies, and the effect from its sta-

tistical uncertainty is calculated as a corresponding systematic uncertainty in Chapter
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8. The application of the `+jets jet calibration in the dilepton channel allows us to

replace the standard JES systematic uncertainty by the statistical uncertainty on kJES

and uncertainties of transferring the calibration to the different dilepton event topol-

ogy. The combined uncertainty due to effects of carrying over the `+jets calibration is

substantially smaller than that of the standard jet energy scale correction.

6.2.2.1. Adopting the `+jets Jet Energy Scale

The event topology in `+jets differs from that in dilepton channel primarily due to

the higher jet multiplicity. In a high-jet-multiplicity environment, the hadrons can be

often misrecognized by the jet reconstructing algorithm as belonging to an incorrect jet.

The different color flow scenarios in `+jets and dilepton channels have an impact on

reconstructed jet energy. In the `+jets channel, the hadronic decay of a color singlet

W boson produces two quarks forming a color dipole. The showering process of the

quarks from the color dipole produces more radiation in the region between the quarks.

Non-uniform dipole radiation complicates jet reconstruction affecting jet energies.

To adopt the `+jets energy correction in dilepton events, I examined the effect of

a possible difference between the two channels in the jet energy scales for the b-quark.

The difference can be evaluated using the following response double ratio

Rb
2`(p

b
T ) =

R2`
data(p

b
T )/R2`

MC(pbT )

R`+jets
data (pbT )/R`+jets

MC (pbT )
(6.19)

where R2`
data and R2`

MC are the b-jet energy response for MC and data sample in the

dilepton channel, R`+jets
data and R`+jets

MC are the respective responses for `+jets channel.

The jet energy scale responses R2`
data, R

2`
MC , R`+jets

data and R`+jets
MC are derived using known

responses for single particles in data and MC. The double ratio as a function of b-jet

transverse momentum is shown in Figure 6.8.
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As can be seen in Figure 6.8, the double ratio varies in the range from 1.001 to 1.003

depending of the b-jet transverse momentum value. If the event topologies for both

channels were equal, the double ratio would equal unity. The maximum difference of

0.3% from unity shows that Rb
2`(p

b
T ) is very close to one and therefore the channels have

almost identical jet energy scales of the b-quark jets.

The small variation of the double ratio from one can be a result of different jet

particle multiplicity. Table 6.1 gives the average number of particles in a jet for `+jets

and dilepton channels. The particle multiplicity of jets in `+jets MC simulated sample

is a few percent higher than that in the dilepton sample. This is enough to produce an

observed shift in the double ratio up to 0.3%.

The `+jets jet energy scale is applied to dilepton events in the analysis of this thesis,

and the difference in b-jet responses between the channels is taken into the account

as systematic effect. The difference between the asymptotic value of Rb
2` and unity is

reflected as part of the systematic uncertainty on adopting the `+jets scale. The details

on calculation of the systematic effect due to carrying over kJES to dilepton sample can

be found in Section 8.3.2.1.

Table 6.1. Average number of particles in a jet for `+jets and dilepton channels.

Jet pt range
Average number of particles in a jet

b-jet in `+jets b-jet in dilepton light jet in `+jets

[60, 70] GeV 23.55 22.96 13.56

all available 21.90 21.13 11.98
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Chapter 7

THE NEUTRINO WEIGHTING METHOD

The dilepton final state of tt̄ decay consists of two charged leptons, two b-jets and

two neutrinos. Due to ambiguity in the jet permutations and the presence of neutrinos

in the final state, the event topology does not provide sufficient information to directly

reconstruct masses of top and antitop quarks from the measured kinematics. To measure

the top quark mass from the available information, a special template based method has

been developed and successfully used at DØ and CDF.

The Neutrino Weighting method (νWT) [104], [105], [106] is used to extract the top

quark mass and estimate the statistical uncertainty of the measurement in events with

two leptons in the final state. The following sections describe kinematics in dilepton

events, basics of the the Neutrino Weighting method, maximum likelihood formalism in

top quark mass reconstruction, and the pseudoexperiment testing approach to validate

and calibrate the method.

7.1. Kinematic Reconstruction

There are six particles produced in dilepton final state of tt̄ decay: the two charged

leptons are either electrons or muons of large transverse momentum; two b-jets; and

two neutrinos. Each of six final-state particles in the decay is described by an energy-

momentum four-vector. Therefore, a full description of an event requires 6 × 4 = 24

kinematic parameters. An example of tt̄ dilepton decay into eµ final state is shown in

Figure 7.1.
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Figure 7.1. Schematic representation of eµ dilepton decay mode in tt̄ event produced in

hard-scattering interaction of quark-antiquark pair.

The four-momentum of the leptons and the jets are measured directly in the detector

reducing the number of independent parameters to eight - M=(24−4×4) = 8. The two

jets are assigned to b and b̄ quarks from t and t̄ decays. The validity of this is verified

in the pseudoexperiment testing. The masses of all decay particles are considered to

be known. For instance, two neutrinos from each of the W ’s are considered massless,

mν1 = mν2 = 0. This allows for an additional two constraints, Equation 7.1, and

leaves six undetermined parameters, M=6. The measurement of 6E x
T and 6E y

T brings an

additional two constraints, Equation 7.2, and leaves the number of free parameters M=4.

To further reduce the number of degrees of freedom, there are three kinematic con-

straints that can be constructed. Two constraints can be obtained from the invariant

mass of each lepton-neutrino pair. Produced in the decay of the W boson, each lepton-

neutrino pair is required to have invariant mass equal mass to the mass of W boson,
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MW , Equation 7.3 and 7.4. The assumption that masses of the top and the antitop

quark are equal, mt = mt̄, provides an additional third constraint that can be written

in terms of kinematic variables, Equation 7.5. Using the last three constraints reduces

the number of unconstrained parameters to M=1.

The system of the equations therefore can be written as follows

Eν1 = |~pν1|, Eν2 = |~pν2| (7.1)

6E x
T = p xν1 + p xν2 , 6E y

T = p yν1 + p yν2 (7.2)

M2
W1

= (E`1 + Eν1)
2 − (~p`1 + ~pν1)

2 (7.3)

M2
W2

= (E`2 + Eν2)
2 − (~p`2 + ~pν2)

2 (7.4)

(E`1 + Eν1 + Eb1)
2 − (~p`1 + ~pν1 + ~pb1)

2 = (E`2 + Eν2 + Eb2)
2 − (~p`2 + ~pν2 + ~pb2)

2 (7.5)

where MWi
is the invariant mass of the i-th W boson; (E`i , ~p`i), and (Eνi , ~pνi) are the

components of the energy-momentum four-vector of a lepton and neutrino coming from

the i-th W boson decay; i runs over two W ’s produced in the decay of the top and

antitop quarks.

The system of equations (7.1) - (7.5) is underconstrained by one degree of freedom,

and therefore cannot be solved without additional information provided. The Neutrino

Weighting method supplies an additional constraint (cf. Ref. [109]), and estimates the

relative weight of how consistent the resulting kinematic solution is with what is observed

in the detector.

7.2. Neutrino Weighting

To kinematically reconstruct dilepton tt̄ event, or equivalently find a solution for the

system of equations (7.1) - (7.5), the Neutrino Weighting method assumes the value for

the top quark mass. The top quark mass assumption allows us to determine the solution
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for the system of equations, and find the momentum of each neutrino through a second

order algebraic equation. This of course does not imply that the solution can be found

for any top quark mass assumption. Clearly, some mass assumptions may not have a

solution at all.

Given the expected tt̄ decay, the goal of the Neutrino Weighting is to indicate what

is the most preferred top quark mass. Assuming the value of the top quark mass, mt,

the νWT method can calculate a weight, W ({o}|mt), for every event in data or Monte

Carlo, where {o} is the set of measured 14 kinematic parameters in the event. The

weight represents a measure of the probability for an observed final state to originate

from tt̄ pair of a given mass, and is proportional to the corresponding probability

W ({o}|mt) ∝ P ({o}|mt) (7.6)

The P ({o}|mt) is the probability to observe final state {o} given the top quark mass,

mt. Similarly, P (mt|{o}) is the probability to measure the top quark mass equal mt

given that the tt̄ pair decayed to the observed final state {o}. Both probabilities are

related through Bayes’ theorem

P (mt|{o}) =
P ({o}|mt)P (mt)∫∞

0
P ({o}|m′t)P (m′t) dm′t

(7.7)

The denominator in Equation (7.7) acts as a normalization factor that ensures

P (mt|{o}) satisfies Kolmogorov axioms [108] for the probability definition. The P (mt)

is the Bayesian prior probability that reflects the degree of belief the top quark has a

certain mass before carrying out an actual experiment.

Assuming no prior knowledge about the top quark having a certain mass, or equiva-

lently that any top quark mass is equally possible, the P (mt) is taken to be a constant.

The relationship between P (mt|{o}) and P ({o}|mt) can then be re-written as
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P (mt|{o}) ∝ P ({o}|mt) (7.8)

Taking into the account Equation (7.6) that relates the probability to the weight,

the relationship between the weights can be obtained from Equation (7.8)

W (mt|{o}) ∝ W ({o}|mt) (7.9)

where W (mt|{o}) is the weight for the tt̄ event with observed final state {o} to have the

top quark mass, mt.

The relationship between weights given in Equation (7.9) is the key element of the

νWT method. It allows us to produce W ({o}|mt) templates from Monte Carlo simula-

tion with different mass hypotheses, and use those templates to extract the mass value

and uncertainty from W (mt|{o}) when analyzing the data. The templates are made

from many MC-generated events for both the signal, tt̄, and the background processes.

Although the number of background events is significantly reduced by applying the pre-

selection cuts, it is still not negligible and thus needed to be accounted for. The mass

extraction procedure is done with the help of a maximum likelihood technique taking

account of these background events.

7.2.1. Weight Calculation

If the value of the top quark mass is given, the probability for a tt̄ pair to decay to

the observed final state, in principle, can be calculated analytically. Such probability is

proportional to the integral of matrix element over final state parameters phase space

P ({o}|mt) ∝
1

σtt̄obs(mt)

∫
f(q1)f(q2)|M |2p({o}|{v})δ4 d18{v} dq1 dq2 (7.10)
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where {o} is the set of 14 measured kinematic parameters and {v} is the set of 18

momentum components of the six particles in the final state, M is the matrix element for

the qq̄ or gg interactions that result in the observed final state, qi denote the momentum

fractions of the incident quarks in the proton and antiproton, and f(qi) are the parton

distribution functions (PDFs) for finding a parton of a given flavor and longitudinal

momentum fraction in the proton or antiproton. p({o}|{v}) is the probability density to

observe the values {o} given the final state parameters {v}. σtt̄obs(mt) is the normalization

factor that represents the total observed tt̄ cross-section for a given top quark mass. The

mass constraints are imposed through the four-dimensional δ-function

δ4 = δ(m`1 ν1 −MW1)× δ(m`2 ν2 −MW2)× δ(m`1 ν1 b1 −mt)× δ(m`2 ν2 b2 −mt) (7.11)

where m`i νi is the invariant mass of the i-th lepton-neutrino pair, and m`i νi bi invariant

mass of the i-th lepton-neutrino pair and corresponding to it i-th b-quark.

The evaluation of the multidimensional integral in Equation (7.10) is very CPU-

intensive. Additionally to that, the above calculation deals in partons and the jets are

far removed from this. Higher order effects, such as initial and final state gluon radiation,

are also not taken into consideration by Equation (7.10). To obtain accurate top quark

mass reconstruction, the higher order effects cannot be neglected and must be properly

accounted for. Instead of calculating the probability using Equation (7.10), the νWT

method seeks for simple weights that do not require significant computing time while

retaining sensitivity to the value of the top quark mass.

The νWT method ignores measured 6E x
T and 6E y

T from the set of constraints. Instead,

it assumes the rapidities of the two neutrinos ην1 , ην2 from their predicted distributions.

Taking into account ην = − ln(tan θν
2

) and therefore cos(θν) = 1−e−2η

1+e−2η , the modified

system of equations can be written as follows
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Eν1 = |~pν1|, Eν2 = |~pν2| (7.12)

p zν1 = |~pν1|
1− e−2ην1

1 + e−2ην1
, p zν2 = |~pν2|

1− e−2ην2

1 + e−2ην2
(7.13)

M2
W1

= (E`1 + Eν1)
2 − (~p`1 + ~pν1)

2 (7.14)

M2
W2

= (E`2 + Eν2)
2 − (~p`2 + ~pν2)

2 (7.15)

mt = (E`1 + Eν1 + Eb1)
2 − (~p`1 + ~pν1 + ~pb1)

2 (7.16)

mt = (E`2 + Eν2 + Eb2)
2 − (~p`2 + ~pν2 + ~pb2)

2 (7.17)

where the value of the top quark mass mt is used as an additional constraint to permit

a solution.

The system of equations (7.12) - (7.17) can be solved for the transverse momentum

components of the two neutrinos (pxν1 , p
y
ν1

) and (pxν2 , p
y
ν2

). A two-fold ambiguity in the

solution for each neutrino arises from the quadratic equations being solved and leads to

the result for the two neutrino event having up to four solutions. Furthermore, every

neutrino solution has an additional two-fold ambiguity due to pairing the charged leptons

and b jets that originate from the same top quark. Thus the number of possible solutions

for the entire tt̄ event, taking four-fold ambiguities for the two neutrinos and two possible

jet assignments, can be up to eight.

For each solution, the νWT method assigns the weight wi that characterizes the

consistency of the resulting solutions with the top quark mass assumption mt and the

choice of neutrino rapidities ην1 and ην2 . It does this by comparing the solved neutrino

momenta to the observed 6E x
T and 6E y

T ,

wi = exp

(
−( 6E x

T − pxν1, i − p
x
ν2, i

)2

2σ2
x

)
× exp

(
−( 6E y

T − p
y
ν1, i
− pyν2, i)

2

2σ2
y

)
(7.18)
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where i denotes the corresponding solution, σx and σy are the 6ET detector resolu-

tion in x and y directions. To calculate an event weight for a given top quark mass

and particular choice of neutrino rapidities, the sum is taken over all possible neutrino

momentum solutions with different jet assignments

w(ην1 , ην2|mt) =

Nsoln∑
i

wi (7.19)

The neutrino rapidity choices are not equally likely. An example of the neutrino

rapidity distribution modeled by ALPGEN is shown in Figure 7.2. Neutrinos with

rapidities in the central region are more likely to be produced in the event than those in

the forward region. When normalized to one, the neutrino rapidity distribution becomes

the probability density distribution of neutrino rapidities, ρ(ην). The probability density

distribution can be approximated by a single Gaussian function. A Gaussian function

with a width dependent on the top quark mass is a very good approximation.

The total weight W ({o}|mt) for an event with assumed top quark mass, mt, and

observed final state {o} is obtained by integrating over neutrino rapidities with corre-

sponding probability distribution function ρ(ην1) and ρ(ην2)

W ({o}|mt) =

∫ ∫
w(ην1 , ην2|mt)ρ(ην1)ρ(ην2) dην1dην2 (7.20)

Scanning over the range of different top quark masses from 80 GeV to 330 GeV in 1

GeV increments, the νWT produces the weight distribution for every individual event.

An example of the weight distribution for an event from the tt̄ MC sample with mt = 172

GeV is shown in Figure 7.3. Figure 7.4 shows the weight distribution averaged over all

events for samples with input top quark masses of 160 GeV, 170 GeV and 180 GeV.

Due to resolution effects and jet permutation assignments, the average distribution has

a broader peak. Initial and final state radiation add a high-mass tail and shift the peak
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Figure 7.2. Example of neutrino rapidity distribution with the top quark mass mt = 172

GeV as simulated by ALPGEN. The smooth black curve is a Gaussian fit.

of the distribution from the input mass.

7.2.2. Neutrino Pseudorapidity Choices

To compute the integral in Equation (7.20) numerically, I applied the midpoint in-

tegration approach. For each integral, the space of integration is divided in number of

bins and the sum over all bins of integrand values at the center of a bin times bin size

is taken

W ({o}|mt) =
N∑
i=1

N∑
j=1

w(ηiν1 , η
j
ν2
|mt)ρ(ηiν1)ρ(ηjν2) ∆ηiν1∆η

j
ν2

(7.21)

where N is the number of bins into which the space is split.
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Figure 7.3. Example of the weight distribution for simulated tt̄ event with mt = 172

GeV.
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Figure 7.4. The weight distribution averaged over all events in MC tt̄ sample of masses

160 GeV (red), 170 GeV (green) and 180 GeV (blue).
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Shapes of the weight distribution obtained with a different binning of the integration

space differ significantly. Figure 7.5 shows a single Monte Carlo event weight distribution

with different numbers of rapidity choices. The 10 bin choice has been used in the

previous measurement of the top quark with the νWT method [109]. The granularity

of the neutrino rapidity distribution affects CPU load directly. The time needed to

compute the weight distribution grows as n2, where n is the bin granularity factor. For

example, increasing the number of bins in the neutrino rapidity distribution by factor

of 3 would require 9 times more time. Changing the binning from 10 to 70 bins, the

shapes of the weight distribution change dramatically. However, a further increase in

the binning from 70 to 200 does not result in a significant change of the distribution

shapes. The analysis presented in this thesis was performed with 30 rapidity choices for

each neutrino. It provides the benefit of the 70 choice scenario and allows to perform

the required calculations in a reasonable time. The processing time for all MC signal

samples is about 3 days on 600 nodes (each node is equipped with 2.2 GHz processor

and 2GB memory). To improve the accuracy when integrating over neutrino rapidities,

the bins of rapidities were chosen such that all bins contain equal statistics. Varying bin

size and equal values in the bins ensure better approximation of the integral in Equation

(7.20) by the double-sum from Equation (7.21).

Finely integrating over neutrino rapidities removes the necessity to smear measured

kinematics within their experimental resolutions. In the previous measurement [109],

smearing the momenta was inevitable to attain the stability of the main momenta of the

weight distribution - mean and root-mean-square (or width). By fluctuating jets and

leptons transverse momenta according to their known resolutions, the resulting weight

distribution becomes smoother and the range of assumed top quark masses with a non-

zero solution increases. With the finer binning in the neutrino rapidity, the integral

calculation achieves similar results in stability of distribution momenta as the smearing
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approach used in the previous measurement.

7.2.3. Neutrino Pseudorapidity Modeling

The Gaussian function used to describe the MC-simulated distribution of neutrino

rapidity slightly varies with the top quark mass. To analyze the dependence of the

moments of the Gaussian on the mass, the neutrino rapidity distribution was simulated

for the different top quark masses. I fit each simulated distribution with the Gaussian

function and extracted its width and mean values. The mean value of the Gaussian

is mass-independent and equals zero due to pp̄ collider symmetry. The width of the

Gaussian shows a weak dependence on the mass. Figure 7.6 shows the width versus

input top quark mass with the linear fit applied. Good χ2 per degree of freedom for

the fit suggests that the width dependence on the top quark mass can be parameterized

with the linear function,

ση = −0.001mt + 1.17 (7.22)

Equation (7.22) is employed in the analysis of this thesis for sampling neutrino rapidity.

7.3. Maximum Likelihood Method

The top quark mass is determined by comparing the weight distributions for the

detector data with the weight distributions from Monte Carlo samples simulated at

different values of the top quark mass. To find the top quark mass at which the data

shows the best agreement with the Monte Carlo simulation, the maximum likelihood

technique is employed.

The likelihood function is given as

L(mt) =

Ndata∏
i=1

n̄shs(~xi|mt) + n̄bhb(~xi)

n̄s + n̄b
(7.23)
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where i runs over all events in the data sample, Ndata is the total number of events,

n̄s, n̄b are the expected number of signal and background events. The n̄b is estimated

from Monte Carlo simulation and n̄s = Ndata − n̄b. The ~x is a set of N input variables

(x1, x2, ..., xN) characterizing the weight distribution of an event. The hs(~xi|mt) is the

N -dimensional probability density histogram for signal and hb(~xi) for background events.

In the context of the method, the hs(~xi|mt) and hb(~xi) are also referred as the templates.

Both templates are constructed from the input variables calculated with Monte Carlo

simulated events. In addition to the input variables, the signal template has the extra

dimension mt since the N -dimensional distribution is mass dependent.

The set of variables ~x can be picked in more than one way. For example, it can be

as simple as one parameter - the peak of the weight distribution, or more complicated

as the integrated weight in bins of a coarsely binned weight distribution. Some choices

of variables provide a better discriminating power than others. It is most effective when

the variables are the most dependent on the top quark mass. In addition, the more the

variables are uncorrelated with each other, the better discrimination can be achieved.

Without losing too much information, and following the choice of the variables from

[109], the mean (µw) and the width (σw) of a weight distribution are chosen as input

variables ~x to the likelihood function in the analysis of this thesis. µw is highly correlated

with the value of the top quark mass. σw has much smaller correlation but provides

additional information and increases the overall sensitivity to the top quark mass.

For computational convenience, we consider the logarithm of the likelihood func-

tion. The logarithm of the likelihood function is also called the log-likelihood. In many

analyses at DØ, the log-likelihood is taken with minus sign in front. Thus the task of

maximization of the likelihood is equivalent to the minimization of the negative log-

likelihood. The negative log-likelihood is plotted versus top quark mass hypotheses and

fitted to a parabola. The value of mt at the minimum of the parabola minimizes the
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negative log-likelihood and therefore gives an estimate of most probable top quark mass

mmeas
t . The estimate of the top quark mass with Maximum Likelihood Method is aslo

called the top quark mass estimator.

The top quark mass estimator and the statistical uncertainty of the measurement

is based on the assumption that the likelihood function has a Gaussian shape around

its maximum. The Gaussian shape of the likelihood indicates that the values of the

measured top quark mass are spread around its true value according to the normal

distribution [110]. The Gaussian likelihood assumed can be written in the following

form

L(mt) = A exp(−(mt − µ)2

2σ2
) (7.24)

where A is normalization coefficient. The negative log-likelihood then is given as

− ln(L(mt)) =
(mt − µ)2

2σ2
+ C (7.25)

where C ≡ − ln(A).

The right-hand side of Equation (7.25) is a parabola and reaches its minimum value

C at the point mt = µ. Thus the most probable value of the top quark mass is µ, and

according to the normal distribution error definition, σ is the statistical uncertainty of

the measurement, i.e. the value of the top quark mass is known to be mt = µ ± σ at

68.2% confidence. At the points mt = µ± σ the negative log-likelihood rises

− ln(L(µ± σ)) =
(µ± σ − µ)2

2σ2
+ C =

(±σ)2

2σ2
+ C = 0.5 + C (7.26)

to 0.5 units more than its minimum value C. For a parameter with a gaussian variation,

half the width of the parabola where the negative log-likelihood rises to 0.5 units more

than its minimum value provides the statistical uncertainty σmeas. Thus the negative
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log-likelihood allows to obtain complete measurement of the top quark mass, i.e. mmeas
t ±

σmeas. In practice, however, the value of σmeas is determined from the fit of the likelihood

distribution to a parabola. If the general form of a parabola is given as f(x) = a x2 +

b x+ c then comparing it to the right-hand side of Equation (7.25)

am2
t + bmt + c =

(mt − µ)2

2σ2
+ C (7.27)

it is easy to find that

σ =
1√
2a

(7.28)

If the parameters a, b and c are obtained from the fit, then the statistical uncertainty

calculated with Equation(7.28) gives a value of σmeas.

Since a Gaussian function does not approximate the tails of the likelihood distribution

well, it is necessary to restrict the fit range. The fit is applied to points near the observed

minimum of the likelihood − ln(L(µ)) = C. To obtain the best possible agreement

between measured top quark mass and a corresponding top quark mass hypothesis,

different ranges of mass points were tested and an optimal value was chosen for the

measurement on data.

7.3.1. Probability Density Templates

To build the signal and background templates needed for the likelihood function cal-

culation, Monte Carlo simulated samples are used. The signal samples are generated

for the tt̄ dilepton decay mode tt̄ → ``′ + ν̄ν ′ + bb̄ with different top quark mass hy-

potheses. The mass hypothesis in the context of the templates is also known as input

or test top quark mass. The range of input top quark masses from 130 GeV to 210 GeV

with increment of 5 GeV is used. The physics background samples include Z/γ∗ → ττ

with τ → e, µ and diboson (WW , WZ, ZZ) production. The instrumental background
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cannot be easily simulated and rather is obtained from the detector data.

Two parameters are used to characterize the event weight distribution - the mean

µw and the width σw. The template for simulated signal events hs(µw, σw|mt) is defined

as a 3-dimensional histogram of input top quark mass, mt, vs. µw and σw. The back-

ground template hb(µw, σw) is one dimension less than a signal template since there is no

associated top quark mass hypothesis. Thus hb(µw, σw) is just defined as 2-dimensional

histogram of µw and σw and contains the sums of all backgrounds according to their

expected yields. Both hs(µw, σw|mt) and hb(µw, σw) are normalized as follows

∫
hs(µw, σw|mt) dµw dσw = 1 (7.29)

∫
hb(µw, σw) dµw dσw = 1 (7.30)

where the integral is taken over the whole physically allowed region of µw vs σw. The

two-dimensional slice of the three-dimensional signal template for input top quark mass

mt = 170 GeV is shown in Figure 7.7. Figure 7.8 shows the combined background

probability density template.

7.4. Testing and Calibration using Pseudoexperiments

The presence of the background shifts the measured value of the top quark mass from

its true value. In addition to that, the νWT method relies on a number of assumptions.

Thus for instance, the likelihood may not be well described by a Gaussian, or the neutrino

rapidities are not distributed according to the Standard Model expectations. To correct

for such effects, the final result needs to be calibrated.

To verify the precision and performance of the method as well as to derive a calibra-

tion factor as a function of input mass, the pseudoexperiment testing technique is used.
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Similarly to data, the value of the top quark mass is extracted in pseudoexperiments

(PEs) using Maximum Likelihood Method. A pseudoexperiment is formed from MC

events and has the same size as the analyzed dataset. An array of pseudoexperiments

is called an ensemble. Since to test the method, different ensembles of PEs might be

used, an ensemble testing is often a synonym to the pseudoexperiment testing. Figure

7.9 shows − ln(L) for a randomly selected from an ensemble pseudoexperiment for the

eµ channel. The MC events for a PE are drawn randomly from signal and background

samples, and the composition of the pseudoexperiments on average corresponds to that

expected in data. The number of signal and background events in a PE is obtained

according to a Poisson distribution. The mean for the Poisson distribution is generated

randomly from a Gaussian distribution. For a given process, the Gaussian has its mean

equal to the expected yield and the standard deviation equals the statistical uncertainty

on the expected yield. The tt̄ signal and background processes are fluctuated indepen-

dently and only those scenarios yielding the number of events in the dataset are selected

for the testing.

7.4.1. Mass Measurement Calibration

To validate the method with ensemble testing approach, the number of pseudoexper-

iments has to be large. A thousand pseudoexperiments are performed for each top quark

mass hypothesis. The background yield and composition are independent of the mass

hypothesis. The distribution of the top quark mass estimators for a given top quark

mass hypothesis is obtained by performing the negative log-likelihood minimization for

each pseudoexperiment. The mean of the distribution is plotted against the input top

quark mass value and a linear fit is performed. The fitted line provides a calibration

curve. The calibration is parameterized as follows
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mfit
t (mt) = α(mt − 170) + β + 170 (7.31)

where mfit
t is the fitted value and mt is the input top quark mass. The values of

parameters slope, α, and offset, β, in ideal case are equal one and zero respectively.

The statistical uncertainty on the calibration points is the root-mean-square of the

corresponding mass estimator distribution taken from 1000 PEs. Due to the limited

statistics of Monte Carlo samples, most events can appear more than once in different

PEs in the ensemble. This results in the correlation between the PEs. Thus to obtain an

improved precision of the statistical uncertainty, the resampling correction [111], [112]

was applied. An example of calibration curve for ee channel is shown in Figure 7.10.

The effects causing a high χ2 in the calibration fit are described in Section 7.4.1.1.

To calibrate the mass measurement on real data, mmeas
t , the inverse of Equation

(7.31) is applied

mmeas, calib
t =

mmeas
t − β − 170

α
(7.32)

where mmeas, calib
t is the measurement of the top quark mass in the data corrected for

the possible biases of the method. The value of mmeas, calib
t is the best top quark mass

estimate of the true value.

7.4.1.1. High χ2 of Calibration Curve

The linear fit to calibration points from the pseudoexperiment studies show a high

χ2. This could be a result of several effects such as large oversampling of the background

events due to lower backgrounds statistics as compared to the signal events, wide vari-

ation of ALPGEN weights within MC samples, and point-to-point fluctuations in the

calibration plots due to the finite template statistics. The detailed evaluation of the

impact on calibration curve χ2 from each of these effects is provided in Ref. [100].
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To evaluate the effect from large oversampling of the background events, the cal-

ibrations for all three channels and the combination were determined in signal-only

configuration of pseudoexperiments. The values of the slope and offset are found to be

stable while χ2 still remains high.

The effect of the finite template statistics is examined by setting all ALPGEN weights

to a constant value. This would allow us to sample events in the pseudoexperiments for

signal-only configuration roughly equally. After running the pseudoexperiment testing,

the χ2 from the calibration plots are still found to be high. To establish that this is a

result of the the finite template statistics, the calibrated and input top quark masses

are calculated. The low-statistics signal samples show high deviations while for high

statistics samples it is low. To exclude impact from faulty MC simulation or some other

biases, νWT moments are considered. Thus, for example, the mean value of weight

distribution µw for every event is not affected by template statistics. The average µw

vs input top quark mass is fitted with a linear function. The deviation of < µw > from

this function for each mass point is found to be very small. This indicates that the large

fluctuations in the calibrated top quark masses are due to lower template statistics.

The effect from variation of ALPGEN weights is evaluated by setting all weights to

default values. The pseudoexperiment testing showed that contribution to the χ2 from

the variation of ALPGEN weights is at a lesser level than from the template statistics.

Thus, the largest contribution to the χ2 comes from the effect of finite template statistics,

with smaller contributions from varying event weights and background oversampling.

To estimate the effect of finite template statistics, the pseudoexperiment testing is

performed by taking signal-only pseudoexperiments with ALPGEN weights using the

mt = 172.5 GeV sample. For each pseudoexperiment, signal template is sampled within

its uncertainties. The root-mean-square (RMS) of the calibrated mass measurements is

calculated. The average RMS for 100 pseudoexperiments yields 0.3 GeV. This variation
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is taken to be an additional uncertainty and added in quadrature with the statistical

uncertainties at each mass point in the calibration plots. The calibration points with

the template statistics accounted for and linear fit are shown separately for each channel

in Figure 7.11.

7.4.2. Statistical Uncertainty Calibration

The statistical uncertainty extracted with the negative log-likelihood approach is also

biased due to the same residual effects and assumptions described above. Therefore, the

statistical uncertainty needs to be calibrated. This section describes the method I used

to calibrate the statistical uncertainty.

Subsection 7.4.2.1 describes the correction due to the top quark mass calibration.

Consequently, the tests of the calibrated statistical uncertainty are described in the

subsection 7.4.2.2 and the final correction is given.

7.4.2.1. Mass Calibrated Correction

According to the likelihood approach, the statistical uncertainty measured in a pseu-

doexperiment is defined as follows

σmeas = |mmeas
t −mmeas

t, 1/2| (7.33)

where mmeas
t is the top quark mass estimate and mmeas

t, 1/2 is the value for which − lnL(mt)

rises to 0.5 units more than its minimum value. Then the calibrated measured uncer-

tainty is given as

σmeas, calib = |mmeas, calib
t −mmeas, calib

t, 1/2 | (7.34)

where mmeas, calib
t and mmeas, calib

t, 1/2 are calibrated values of mmeas
t and mmeas

t, 1/2 correspond-

ingly.
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To derive a calibrating equation for statistical uncertainty, it is assumed that mmeas
t, 1/2

can be calibrated using the formula analogous to Equation (7.32). Thus the following

calibrating formulas for mmeas
t and mmeas

t, 1/2 can be written

mmeas, calib
t =

mmeas
t − β − 170

α
(7.35)

mmeas, calib
t, 1/2 =

mmeas
t, 1/2 − β − 170

α
(7.36)

By plugging in Equation (7.35) and (7.36) to (7.34), and employing definition of

σmeas as in Equation (7.33), the relationship between measured and calibrated statistical

uncertainties becomes

σmeas, calib =
σmeas

α
(7.37)

The resulting slopes, offsets are given in Table 7.1.

Table 7.1. The slope (α) and offset (β) calibration parameters with the statistical

uncertainty for the dilepton channels and the combination.

Channel α β

ee 0.976 ± 0.014 0.030 ± 0.158

eµ 0.973 ± 0.012 0.425 ± 0.135

µµ 1.038 ± 0.022 0.489 ± 0.234

combined 1.018 ± 0.012 0.416 ± 0.133
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7.4.2.2. Pull Width Calibration

To test the calibrated statistical uncertainty, σmeas, calib, estimated from the likelihood

distribution, the ensemble testing technique is applied again. Thus the correctness of

the uncertainty is evaluated with the pull variable

p ≡ mmeas, calib
t −mt

σmeas, calib
(7.38)

where mt is the input top quark mass. The pull variable is calculated for each individual

pseudoexperiment and the ensemble is used to produce a pull distribution for a given top

quark mass hypothesis. An example of a pull distribution for the input top quark mass

mt = 170 GeV is given in Figure 7.12. Ideally, the pull distribution of any top quark

mass hypothesis should be a Gaussian with the mean around zero and the width close

to one. The derivation of the probability density function for an ideal pull distribution

is provided in Appendix C and the non-ideal case is detailed in Appendix C.

The width of a pull distribution is plotted against the top quark mass hypotheses.

Statistical uncertainty on the width value at every input top quark mass point is just

the root-mean-square of corresponding pull distribution corrected using the resampling

technique [112]. A calibration is obtained by fitting the pull vs. mt to a constant,

p(mt) = λ (7.39)

where λ is the only fit parameter. An example of a pull width calibration and the fitted

function are shown in Figure 7.13. λ is the value of the pull distribution width averaged

over many pseudoexperiments and mass hypotheses.

In the ideal case, the width of a pull distribution at every input mass point is equal

one and therefore λ = 1 as well. In practice however, the parameter λ is slightly different

from one. A non-unitary value of λ indicates that the calibrated uncertainty, σmeas, calib,
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estimated from the likelihood distribution is either over-or-under estimated and therefore

requires additional correction.

The pull-corrected calibrated statistical uncertainty σcalib, corr is obtained from the

σmeas, calib simply multiplying the latter by λ

σcalib, corr = λσmeas, calib (7.40)

The derivation of Equation (7.40) is provided in Appendix D.

Combining Equation (7.37) and (7.40), the pull-corrected calibrated uncertainty

σcalib, corr is related to the measured statistical uncertainty σmeas by

σcalib, corr =
λ

α
σmeas (7.41)

Equation (7.41) is employed to correct the statistical uncertainty measured on the actual

dataset with the likelihood technique of the νWT method. The resulting pull widths

are given in Table 7.2.
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Table 7.2. The pull-calibrating correction (λ) with the statistical uncertainty for the

dilepton channels and the combination.

Channel λ

ee 1.006 ± 0.012

eµ 1.028 ± 0.013

µµ 1.056 ± 0.032

combined 1.052 ± 0.013
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Figure 7.5. Example of the weight distributions obtained with different numbers of

rapidity bins: (a) N = 10, (b) N = 30, (c) N = 70, (d) N = 200
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Figure 7.6. Width of the Gaussian fit to the neutrino rapidity distribution as a function

of the top quark mass. The black line is a linear fit.
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Figure 7.7. Slice of the probability density template hs(µw, σw|mt) for mt = 170 GeV

for eµ channel.
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Figure 7.8. The combined background probability density template hb(µw, σw) for eµ

channel.
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Figure 7.10. An example of the calibration points and the linear fit applied for ee (top)

channel. The effects contributing to a high χ2 are not accounted for.
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Figure 7.11. The calibration points and the linear fit applied for ee (top), eµ (center)

and µµ (bottom) channel. An additional uncertainty due to finite template statistics is

added in quadrature with statistical uncertainty at every mass point.
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Figure 7.12. Pull distribution for the input top quark mass mt = 170 GeV in the eµ

channel. The superimposed curve is the fit using a Gauss function.
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Chapter 8

MEASUREMENT OF THE TOP QUARK MASS

8.1. Event Selections

The analysis of this thesis uses events with dilepton final state of the tt̄ decay. In

particular, the final state at the parton level is given by the decay: tt̄ → `¯̀′νν̄ ′bb̄. The

resulting final state of the tt̄ event at the detector level therefore contains two isolated

high-pT charged leptons, two energetic jets and the large 6~ET .

Both the detector and the parton level final state of the tt̄ event are not unique and

can be consistent with the final states from the different background processes. The

main background processes resulting in the similar final state are those that contain one

or two gauge bosons (W± or Z) and jets coming from ISR. The physics processes include

diboson (WW , ZZ and WZ) and Z boson production.

In the WW diboson events, leptonic decays of W bosons produce in the final state

two isolated leptons and two neutrinos exactly as in the case of tt̄. The jets in the final

state, however, come from a parton initial state radiation. Although the ISR jets are

not as energetic on average as b-jets, the cross section is large enough that significant pT

jet production results. In the WZ and ZZ diboson events, two isolated high-pT leptons

can be also produced in association with jets and thus mimic the detector final state

from the tt̄ decay.

Another background for the tt̄ decay is Z/γ∗ → ττ production. Being short-lived

particles, each of the τ subsequently decays into lepton and neutrino, τ → `ν where

` = e, µ. Coming from the same Z/γ∗, the two leptons tend to have lower pT than
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leptons from tt̄ decay. Analogous to the diboson case, the two low-pT jets are coming

from ISR. As a result, the detector final state of Z/γ∗ production is consistent with the

final state of the tt̄ decay. It is the largest background eµ channel of tt̄. The background

from direct Z decay to two pair of electrons or muons, Z → ee and Z → µµ, is dominated

in ee and µµ channels.

An additional source of the contributing background is instrumental. Instrumental

background originates from particle misidentification. For example, a misidentified elec-

tron can be mimicked by a jet in W+jets or multijet events. An isolated muon can arise

from the semileptonic decay of a heavy flavor hadron in a jet if the jet has not been

reconstructed.

Event selection criteria are designed to reduce the ratio of the number of top quark

events to the number of background events. The goal of the event selection criteria

for the analysis of this thesis is to select events arising from tt̄ decay while rejecting

background events with the similar parton level final state. The selections are almost

identical to that used for the measurement of the tt̄ cross section in dilepton channels.

The core data quality and trigger requirements for event objects - electron, muon and

jet - can be obtained from [113].

The main cuts in the selections are made on the global event quantities like pT ,

HT , 6ET and σ/ET . The 6ET and the 6ET significance σ/ET are described in Section 5.2.6

and Section 8.3.4.4 respectively. The HT variable is the scalar sum of the transverse

momenta of the leading lepton and the two leading jets. The minimal value a variable

can have for an event to pass the selection is called its cut value.

A cut on the HT variable is very effective in rejecting Z/γ∗ → ττ and diboson

backgrounds that are the largest backgrounds for tt̄ in the eµ channel. The 6ET variable

cut effectively rejects Z/γ∗ backgrounds in the ee and µµ channels. Finally, a cut on σ/ET

is very powerful to suppress events with non-zero 6ET that originates not from underlying
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physical processes but rather from resolution fluctuations.

The requirements that are common for all channels are that for leptons p`T > 15

GeV, and jets pjetT > 20 GeV. Additionally to the transverse momenta requirements,

the selections based on the object pseudorapidities are made. Electrons are accepted

in the interval of pseudorapidities |η| < 2.5, excluding the ICD region of the detector

1.1 < |η| < 1.5. Muons are required to satisfy |η| < 2.0 while jets must be within

|η| < 2.5.

The rest of the tt̄ dilepton event selections slightly differ for each channel. In the

ee channel, the cut on the 6ET significance is σ/ET > 5.0. The eµ channel is required

to satisfy HT > 120 GeV. The selection for the µµ channel is given by two selections:

6ET > 40 GeV and σ/ET > 5.0. For every channel, final topological selections are chosen

in such way that the expected statistical uncertainty on the measured top quark mass

is minimal. All kinematic selections on global event quantities are summarized in Table

8.1.

Table 8.1. The global variables event selections for tt̄ dilepton channels. An entire event

is rejected if at least one of the variables has a value below the specified cut value.

Channel peT pµT pjetT HT 6ET σ/ET

ee 15 - 20 - - 5

eµ 15 15 20 120 - -

µµ - 15 20 - 40 5
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An additional requirement not used in the tt̄ cross-section measurement in the dilep-

ton channel is that an event must also pass the kinematic reconstruction described in

Section 7.1. Events that have empty weight distributions are removed from consideration

since the distribution moment values are left undetermined. This introduces kinematic

reconstruction inefficiency that does not exist in the cross-section measurement. The

kinematic reconstruction efficiencies for the eµ channel before HT cut applied are shown

in Table 8.2. The event yields for the dilepton channels after global selections and

kinematic reconstruction are given in Table 8.3.

Table 8.2. The signal and background kinematic reconstruction efficiencies for he eµ

channel with no HT cut applied. The efficiency for signal has been estimated on a tt̄

sample of input top quark mass, mt = 170 GeV.

Channel εtt̄ εZ→`` εdiboson εdata

eµ 98.7% 91.0% 94.7% 97.9%

1The ee channel instrumental background yield is taken from the dilepton cross section analysis

[114].
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Table 8.3. Expected and observed event yields and their statistical uncertainty for

tt̄ dilepton channels after kinematic reconstruction and global selections applied. The

expected yields have been derived on simulated MC signal and background sample. The

instrumental background and its yield are derived from the data. The observed event

yield is obtained using the events from data.

Channel tt̄ Z → `` diboson instrumental total data

ee 32.95 ± 0.3 8.1 ± 1.1 2.2 ± 0.3 0.11 43.3 ± 1.1 49

eµ 138.7 ± 0.6 10.6 ± 1.1 5.6 ± 0.7 8.95 ± 3.6 163.9 ± 3.9 190

µµ 44.6 ± 0.5 24.5 ± 2.7 3.2 ± 0.6 4.5 ± 1.0 76.8 ± 3.0 80

8.2. Data Measurement

The top quark mass measurement presented in this thesis is performed using the νWT

method on 4.3 fb−1 of data collected by the DØ experiment. The mass and statistical

uncertainty are extracted with the maximum likelihood technique described in Section

7.3. The possibility for an event to have more than two jets indicates that one or more

jets are originated from ISR/FSR. In this case, most energetic jets are selected as the b-

jets for the neutrino weight calculation. Each dilepton channel is considered separately.

The final likelihood over all channels is referred to as combined and is obtained by

multiplying the likelihoods of these channels

Lc(mt) = Lee(mt) · Leµ(mt) · Lµµ(mt) (8.1)

Thus the combined negative log-likelihood is
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− ln(Lc(mt)) =
∑
ch

(− ln(Lch(mt))) (8.2)

where “ch” denotes the set of channels, i.e. ee, eµ and µµ. The resulting simultaneous

measurement of the mass for the all three dilepton channels are obtained by minimizing

the combined negative log-likelihood − ln(Lc(mt)). The final likelihood and the negative

log-likelihoods for each individual dilepton channel are shown in Figure 8.1.

The uncertainty of the data measurement is corrected for deviations of the pull width

from unity as well as for the slope and offset of the calibration curve. The calibrated

and pull-corrected measurement of the top quark mass and its statistical uncertainty for

the dilepton channels are given as

ee : mt = 170.3± 6.4 (stat.) GeV (8.3)

eµ : mt = 174.2± 3.2 (stat.) GeV (8.4)

µµ : mt = 183.8± 18.0 (stat.) GeV (8.5)

The combination of the measurements in the dilepton channels with statistical uncer-

tainty only is

combined : mt = 173.7± 2.8 (stat.) GeV (8.6)

The distributions of calibrated pull-corrected statistical uncertainties for the input

top quark mass mt = 170 GeV from the pseudoexperiment testing are shown in Figure

8.2. For the ee, eµ channels and all three channel combination, the statistical uncer-

tainties are in a good agreement with the predictions. The statistical uncertainty in µµ

channel is consistent with the expectation at the probability level of about 7%.

8.3. Systematic Uncertainties
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Figure 8.1. The − ln(L(mt)) as a function of input top quark mass for the ee (top left),

eµ (top right), µµ (bottom left) channels and their combination (bottom right). The

black curve is a parabolic fit near the minimum value in mt.
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Figure 8.2. Expected calibrated and pull-corrected statistical uncertainty distributions

for the ee (top left), eµ (top right), µµ (bottom left) channels and their combination

(bottom right. The distributions are obtained from pseudoexperiment testing for the

input top quark mass mt = 170 GeV. Arrows indicate measured top quark mass in data.
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The statistical uncertainty calculated with the maximum likelihood method corre-

sponds to random, or stochastic, fluctuations of a measured quantity. The stochastic

nature reflects that the measurement is based on a finite number of observations. In

terms of the top quark mass measurement in the dilepton channel, the finite number of

observations corresponds to a finite number of tt̄ events observed. If the measurement is

performed on the same number of tt̄ events but from a different dataset, it would result

in a different measured mass of the top quark.

As opposed to the statistical uncertainty, the systematic uncertainties do not arise

from the effect of a limited statistics but rather are the result of inaccurate equipment

used, assumptions made in a method, imperfect calibration and others. Common system-

atic effects leading to the systematic uncertainty for many high energy physics analyses

include effects such as background, energy and momentum resolution, selection bias,

detector modeling, trigger efficiency etc. The systematic uncertainties are reproducible

inaccuracies and do not change with repeated measurements of the same quantity.

Often the systematic uncertainties are of comparable scale to the statistical uncer-

tainties. This results that the overall uncertainty in a measurement is dominated by the

systematic uncertainties. Thus the identification and treatment of systematic uncertain-

ties is an important aspect of almost any analysis in the high energy physics.

8.3.1. Treatment of systematic uncertainties

For the top quark mass measurement with te νWT method in tt̄ dilepton final states,

the systematic uncertainties are divided into four categories. The first category deals

with uncertainties associated with the jet energy calibration. It includes the uncertain-

ties due to effects of the overall energy scale, remaining residual biases from the pT and

η dependence, and the differenced in response of the detector to jets in data vs. MC
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simulation. The second category comprises effects from the QCD modeling of tt̄ pro-

duction. This involves the uncertainties in simulating additional jets due to ISR/FSR,

QCD color reconnection in the context of the string fragmentation model, uncertainties

from modeling of b-quark fragmentation, effects from next-to-leading order contribu-

tions, and choice of the parton distribution functions. The third category concerns the

object reconstruction and identification. The uncertainties in this category are due to

effects from the jet reconstruction and identification efficiency as well as the energy res-

olution of jets and leptons. The last category includes the systematics related to the

νWT method itself. It is comprised of uncertainties from the method calibration (see

Equation (7.32)), limited MC statistics used to build the templates, and the expected

fraction of the signal events in the dataset.

Conventionally, there are two types of systematic uncertainties depending on the

method used to estimate them. An uncertainty of the first type is due to the effect

from changing relevant parameter value q by ±σq, where σq is the standard deviation

of the parameter. An uncertainty of the second type arises from the difference between

models. Let us denote as m0
t the top quark mass measurement corresponding to the

central value of the parameter q for the uncertainty of the first type, or the default

model for the uncertainty of the second type. The measurement obtained from variation

of q by ±σq is denoted as m+
t and m−t . In case of the second type uncertainty, m+

t and

m−t correspond to the measured mass using the different model. If the alternative model

gives a measurement which is greater than m0
t , it is denoted as m+

t , otherwise as m−t .

The uncertainty of the first type is also referred as Type I and the second type as Type

II.

Systematic uncertainties are computed differently depending on the relationship be-

tween m−t , m0
t and m+

t , as described in Ref. [115]. The systematic uncertainty δmt of

either Type I or Type II is computed as follows
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• if m−t < m0
t < m+

t or m+
t < m0

t < m−t , then δmt = |m+
t −m−t |/2

• if sign(m+
t −m0

t ) = sign(m−t −m0
t ), then δmt = max(|m+

t −m0
t |/2, |m−t −m0

t |/2)

• if m+
t > 0 and m−t does not exist, δmt = |m+

t −m0
t |

• if m−t > 0 and m+
t does not exist, δmt = |m−t −m0

t |

This approach in computing systematic uncertainties symmetrizes asymmetric un-

certainties2 in a conservative direction. All systematic uncertainties are required [115]

to be symmetric to calculate the Tevatron top quark mass combination from the results

of the CDF and DØ collaborations.

To calculate most of the systematic uncertainties for the analysis of this thesis, one

or two additional MC simulated samples were required. The samples are generated with

the same input top quark mass but for a different model that leads to a systematic

effect. To produce MC samples for these studies, the value of the input top quark mass

close to the world average is chosen, mt = 172.5 GeV. However, there are systematic

uncertainties that are obtained by modifying the value of a relevant parameter by ±σq.

In such cases, we don’t need to generate new MC sample.

The list of the systematic uncertainties calculated in this analysis is given in Table

8.4. Due to the limited MC statistics of the systematics signal samples, the results in

Table 8.4 for the color reconnection and higher order effects systematics are performed

only for the eµ channel and corrected over to the ee and µµ channels. All systematic

and statistical uncertainty within the same channel are considered uncorrelated. The

total systematic uncertainties for each channel and the combination are calculated as all

2The systematic uncertainties usually are not distributed according to a Gaussian function, i.e.

asymmetric. Thus it is impossible to use the standard technique, i.e. adding deviations separately in

quadrature, to obtain a combination of different systematics. One of the solutions that allows to use

the standard approach is to make the uncertainties symmetric.
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individual uncertainties added in quadrature. To calculate total uncertainty statistical

uncertainty are added in quadrature with the total systematic uncertainty. The values

in Table 8.4 are rounded to 0.1 GeV precision. While calculating the total systematic

uncertainty the numbers were rounded to 10 MeV, however the final result is mostly

given with 0.1 GeV precision.

The following sections provide a description of each individual source of systematic

uncertainty. The value of the combined systematic uncertainty for all dilepton channels

is quoted at the end of every section.

8.3.2. Jet Energy Scale

8.3.2.1. Overall scale

Systematic uncertainty of this type results from the effects of carrying over the `+jets

jet energy scale to the dilepton events. The overall systematic effect on `+jets scale kJES

is comprised of the following sources:

• In the `+jets analysis [103], the jet energy scale factor is found to be kJES =

1.013± 0.008(stat). The statistical uncertainty equals 0.8% of the mean value and

is the largest contribution to the systematic uncertainty, εstatkJES
= 0.8%.

• The double ratio Rb
2` for b-jets is slightly shifted from unity due to the different

b-jet responses in `+jets and dilepton samples. It varies in the range from 1.001

to 1.003. The maximum excursion of Rb
2` from one is taken as 0.3% change in the

kJES mean value, εtopokJES
= 0.3%.

• The jet energy scale in [103] is obtained using a different dataset than that used

for my analysis. The dilepton sample is collected at the higher instantaneous

luminosity that results in a different number of primary vertices. To estimate the

contribution due to this effect, the distribution of the number of primary vertices
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Table 8.4. Summary of the systematic uncertainties of all dilepton channels and their

combination dived in categories. The uncertainties are quoted in GeV.

Source
Channel

ee eµ µµ combined

Jet Energy Scale:

Overall scale ±1.0 ±0.85 ±0.9 ±0.9

Flavor Dependence ±0.6 ±0.5 ±0.7 ±0.5

Residual scale ±0.35 ±0.25 ±0.45 ±0.3

QCD Modeling:

ISR/FSR ±0.1 ±0.4 ±0.9 ±0.4

Color reconnection ±0.5 ±0.5 ±0.5 ±0.5

Higher order effects ±0.6 ±0.6 ±0.6 ±0.6

b-quark fragmentation ±0.4 ±0.1 ±0.5 ±0.1

PDF uncertainty ±0.4 ±0.5 ±0.4 ±0.5

Object Reconstruction and Identification:

Electron energy scale ±0.6 ±0.1 − ±0.2

Muon energy scale − ±0.2 ±0.2 ±0.2

Muon pT resolution − ±0.2 ±0.2 ±0.2

Jet resolution ±0.2 ±0.3 ±0.1 ±0.3

Jet identification ±0.5 ±0.3 ±0.4 ±0.3

Method:

Calibration ±0.2 ±0.1 ±0.2 ±0.1

Template Statistics ±1.3 ±0.5 ±7.6 ±0.5

Signal fraction ±0.2 ±0.1 ±0.3 ±0.2

Total uncertainty ±2.2 ±1.6 ±7.9 ±1.5
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in `+jets data is re-weighted to match the distribution in dilepton sample. The

effect of higher luminosity causes the change in mean value of kJES by 0.01%. This

produces a negligible contribution to the systematic uncertainty.

• The calorimeter response changes with time. The `+jets analysis is based on 2.6

fb−1 of data while analysis of this thesis uses 4.3 fb−1. The time dependent shift

in jet response was known for the newer data. To estimate a possible shift in the

energy scale of the calorimeter, the events in `+jets analysis has been re-weighted

to match the jet energy response in the dilepton sample. The shift in kJES is found

to be 0.7%, εLArkJES
= 0.7%.

All the sources leading to systematic shift in kJES are considered as independent of

one another, and therefore the overall systematic shift can bis obtained by

εtotalkJES
=

√
εstatkJES

2 + εtopokJES

2
+ εLArkJES

2
= 1.1% (8.7)

The new MC samples for signal and background are produced with kJES shifted up

and down by 1.1% of the mean value 1.013. The mass measurement on the new MC

sample is compared to the default one, giving an overall scale systematic uncertainty of

0.9 GeV.

8.3.2.2. Residual scale

The `+jets scale factor kJES is averaged over the pT ’s and η’s of jets from W → jj

decay. This factor addresses a global scale difference between data and MC simulation.

However, the possible effect from scale dependence on pT and η may result in a non-

negligible systematic uncertainty that is called residual scale. To estimate the residual

scale uncertainty the approach analogous to Ref. [116] is employed.

The pT and η dependence of kJES is derived from the standard jet energy scale

obtained for the γ+jets events. The standard jet energy scale correction is denoted as
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JES and the uncertainty on it is σJES. For several ηjet bins, the fractional uncertainty

σJES/JES is parameterized as a function of the jet pT . According to the JES group,

the parameterization is as follows

σJES
JES

(pjetT |η
jet) = p1 + p2 · pjetT + p3 · exp(−pjetT /p4) (8.8)

where p1, p2, and p3 are the fit parameters.

The assumed dependence of kJES on pjetT for every ηjet bin is given by

kJES(pjetT |η
jet) = ±

(σJES
JES

(pjetT |η
jet)− 〈σJES

JES
(pjetT |η

jet)〉
)
〈kJES〉+ 〈kJES〉 (8.9)

where 〈σJES
JES

(pjetT |ηjet)〉 is fractional uncertainty averaged over pjetT range for given ηjet

bin, and 〈kJES〉 is the `+jets global scale factor that is equal 1.013. The ± sign in

front of the parenthesis reflects two possible ways in defining pjetT dependence of kJES.

The plus (minus) sign corresponds to the correction shifted up (down). The average

fractional uncertainty is subtracted from σJES
JES

(pjetT |ηjet) to extract the actual shape of

the dependence, and thus the averaged over pjetT range 〈kJES(pjetT |ηjet)〉 equals 〈kJES〉 as

expected.

To estimate the residual scale systematic uncertainty, the analysis is re-run with

varied scale factor. The energy of jets in the samples are shifted up and down according

to Equation (8.9). The measured mass of the top quark on the the new samples is

compared to the default one, and the uncertainty is found to be 0.3 GeV.

8.3.2.3. Flavor Dependence

To finish bringing the job of the simulation of jet response into agreement with

that observed in data, the flavor-dependent correction is applied to all MC samples

of this analysis. In the previous iteration of the top quark mass measurement with
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νWT method [109], the difference in the responses between b and light jets led to an

additional systematic uncertainty, called b/light response ratio. In this analysis, the

flavor-dependent correction properly accounts for the different responses of b quark jets,

light quark jets, and gluon jets between data and MC. It therefore eliminates the need

for b/light response uncertainty. However, this correction has its own uncertainties

that must be propagated. The flavor-dependent systematic uncertainty arises from the

uncertainties in single-particle responses in data and MC. Details on the flavor-dependent

correction used in the analysis of this thesis can be found in Section 6.2.1.

To estimate the flavor-dependent systematic uncertainty, the correction factors are

shifted by one standard deviation up and down. The modified flavor corrections are

applied to the light jets and b jets in events from tt̄ MC sample. The uncertainty is

computed to be 0.5 GeV.

8.3.3. QCD Modeling

8.3.3.1. ISR/FSR

The systematic uncertainty of this type arises from variations in modeling of the

parton showering process in the initial and final-state radiation. The evaluation of the

ISR/FSR systematic is performed by comparing three MC tt̄ samples. The samples

are produced with the PYTHIA generator for the same input top quark mass but with

different values of the ISR/FSR parameters. The values are taken from the ISR/FSR

study at CDF [118]. The CDF collaboration had determined the parameters variation

range by comparing the PYTHIA MC to data. Thus for the anaysis of this thesis, one

of the samples is produced with default PYTHIA parton shower parameters and the

two other samples with parameters shifted by plus (minus) one standard deviation up

(down). The set of PDF functions used is from CTEQ5L [117]. The resulting systematic
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due to ISR/FSR modeling is found to be 0.3 GeV.

8.3.3.2. Color reconnection

The strong interactions between the underlying event and the hard-scattering is

known as the color reconnection process. The MC samples used in this thesis are gen-

erated without this effect taken into the account. However, the study carried out in

Ref. [119] shows that the top quark mass is noticeably sensitive to the choice of color

reconnection.

To estimate the possible effect due to the color reconnection modeling, two MC tt̄

samples are produced with and without explicit color reconnections. The samples are

generated using PYTHIA v6.4 tune Apro and PYTHIA v6.4 tune ACRpro [120]. The

ACRpro tune includes color reconnection modeling while the Apro tune does not. The

resulting difference on the measured top quark mass between the two tunes is 0.5 GeV.

8.3.3.3. Higher order effects

The MC tt̄ samples used for the analysis of this thesis are produced with the ALPGEN

event generator which is interfaced with PYTHIA for showering and hadronization.

ALPGEN calculates the matrix element of the hard-scattering process to leading order

Feynman diagrams. This does not include such higher-order effects as contribution from

gg initial state, additional radiation of hard jets etc. To address the uncertainty related

to the higher order effects, ALPGEN is compared with the next-to-leading order MC

generator MC@NLO [121].

The two additional MC signal samples with the same input top quark mass were

produced using ALPGEN and MC@NLO. Unlike for the default tt̄ samples used for

the measurement calibration, showering and hadronization processes are simulated with

HERWIG. The choice of using HERWIG is dictated by consistency requirement since
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MC@NLO can only be interfaced with HERWIG. Comparing ALPGEN+PYTHIA vs.

MC@NLO+HERWIG certainly would double-count fragmentation effects studied in Sec-

tion 8.3.3.4, because PYTHIA and HERWIG model the parton showering and hadroniza-

tion differently. To isolate and measure the effects from higher order corrections, show-

ering and hadronization need to be simulated with the same generator. The difference

between LO and NLO generators leads to the systematic effect that is estimated to be

0.6 GeV.

8.3.3.4. b-quark fragmentation

This systematic uncertainty arises from possible effects in modeling of the b-quark

fragmentation. To simulate different choices of b-quark fragmentation models, the tt̄

events are reweighted, and the default PYTHIA b-fragmentation function is replaced

with Bowler fragmentation function [122]. The default MC samples are re-skimmed

with the Bowler fragmentation function input parameters tuned to data collected at

the LEP collider [123], and to data from SLAC collider. The resulting difference in the

measurement carried on these two reweighted samples yields a systematic uncertainty

of 0.1 GeV.

8.3.3.5. PDF uncertainty

The choice of the parton distribution functions includes a systematic uncertainty.

The default signal MC samples are produced using the CTEQ6L1 set of PDFs. Possible

effects from the different PDF choice are studied by reweighting the default tt̄ events.

The systematic uncertainty is evaluated by performing one standard deviation up and

down for each of the 20 parton distribution functions from CTEQ6M [124]. The ap-

propriate systematic uncertainty is estimated according to that recommended in Ref.

[124]:
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δmt =
1

2

(
Np∑
i=1

(mt(S
+
i )−mt(S

−
i ))2

)1/2

(8.10)

where i runs over the set of PDFs, Np is the total number of PDFs (Np = 20), mt(S
+
i ) and

mt(S
−
i ) are the measured top quark masses for the positive and the negative excursion

by one standard deviation respectively of the i-th PDF. The result is found to be 0.5

GeV.

8.3.4. Object Reconstruction and Identifications

8.3.4.1. Electron energy scale

The electron energy scale in default MC samples does not accurately match the

respective value in data. As found by the DØ W mass group, the difference between

the energy scale for an electron in MC and data arises from the mismodeling of the

material in the detector. The data is better described by adding extra material to the

solenoid that provides electron radiation losses corresponding to 0.25X0. To account for

an extra material and thus achieve a better description of data by MC simulation, an

additional correction to the electron energy scale needs to be applied. The difference

between the standard electron scale and the new one that takes into the account an

additional material in solenoid yields a systematic uncertainty of 0.2 GeV

8.3.4.2. Muon energy scale

Similarly to the case of the electron energy scale, the muon momentum scale measured

in data does not exactly match value from MC. The values of the average dilepton

invariant mass measured in Z → µµ and J/ψ → µµ decays are not identical in MC and

data [125]. This indicates a relative difference in the muon momentum scale between

MC and data.
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Two different scaling functions, linear and quadratic, have been implemented to

correct muon pT , and default tt̄ MC samples were re-skimmed. The systematic effect is

evaluated by comparing the results from corrected and default samples. The difference

between the standard muon energy scale and the one that gives largest deviation is taken

to be the systematic uncertainty. The uncertainty is found to be 0.2 GeV.

8.3.4.3. Muon transverse momentum resolution

The muon pT resolution in default MC samples does not exactly match the resolution

from data. To bring MC muon resolution in agreement with that in data, additional

smearing to Monte Carlo events is applied [125]. Smearing correction posses some un-

certainty that allows for potential systematic effect on the top quark mass measurement.

To evaluate the systematic uncertainty due to this effect, the smearing parameters

have been shifted by one standard deviation up and down. The mass measurement on

the re-skimmed MC samples with the shifted and default scaling function parameters

gives the systematic uncertainty estimate. The uncertainty is estimated to be 0.2 GeV.

8.3.4.4. Jet energy resolution

Although MC jets are reconstructed using the same algorithms as for data, they do

not exactly reproduce the jets in data due to the number of reasons. These include

the detector mismodeling, approximations made in the models of parton showering and

hadronization processes, and others. As the result, MC simulated jets have slightly

higher energies and better energy resolution. To address the issue of improper jet simu-

lation, an additional correction is applied to the MC samples. The samples are corrected

by shifting and smearing the jet energies as described in [126]. The correction is also

known as JSSR (jet smearing, shifting and removing).
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To evaluate the systematic uncertainty due to the effect of the jet resolution, the

parameters of the jet energy smearing function obtained from γ+jets events in data are

modified by one standard deviation up and down of their uncertainties. The altered

scenarios were compared to the default configuration. The uncertainty is found to be

0.3 GeV

8.3.4.5. Jet identification

Due to the various assumptions made at the stage of the jet MC simulation, jet mul-

tiplicity in data does not exactly agree with the MC simulation. The jet reconstruction

algorithm has slightly different reconstruction efficiencies for data and MC. As it has

been found, the MC simulated jets tend to have more efficient reconstruction besides an

overall better energy resolution. As a result, higher jet reconstruction efficiencies lead

to a larger number of jets identified in MC simulation that those in data.

To achieve a better agreement between data and MC simulation, the JSSR correc-

tion is applied. The scale factors used in the JSSR to smear jet energies, however, are

estimated within some uncertainty. The systematic effect due to these scaling uncer-

tainties is estimated varying the corresponding scale factors by their uncertainties. The

default MC samples with parameters modified up and down by one standard deviation

are re-skimmed. The mass measurement on these samples are compared to the default

scenario, and the systematic uncertainty is found to be 0.3 GeV.

8.3.5. Systematics of the Method

8.3.5.1. Calibration

An uncertainty of the νWT method arises from the uncertainties on the calibration

parameters in Equation (7.32). The parameters, the slope and offset, are determined by
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fitting the calibration points obtained from the pseudoexperiment testing to a straight

line. An example of the calibration plots fitted with the linear fit are shown in Figure

7.11 for all three dilepton channels.

Due to the finite statistics of Monte Carlo samples, every calibration point has some

statistical uncertainty associated with it. The statistical fluctuations of the calibration

points result in the uncertainties of the fit parameters correspondingly. The systematic

uncertainty due to the calibration can be estimated using the standard formula for

propagation of errors. Thus, for example, if the uncertainties on the slope and offset

are defined as δα and δβ respectively, then according to the formula of propagation of

errors, the uncertainty on the top quark mass can be written as follows

δmcalib,meas
t =

√√√√(∂mcalib,meas
t

∂α

)2

δα2 +

(
∂mcalib,meas

t

∂β

)2

δβ2 (8.11)

After plugging in the explicit expression of the derivatives, the uncertainty is given

by

δmcalib,meas
t =

1

α2

√
(mmeas

t − β − 170)2δα2 + α2δβ2 (8.12)

Taking the values of δα and δβ from results of the fit, the calibration systematic

uncertainty is estimated to be 0.1 GeV. Table 8.5 provides calibration systematic un-

certainty for each channel with and without point-to-point fluctuations from template

statistics accounted for.

8.3.5.2. Template Statistics

Systematic uncertainty of this type arises from the limited MC statistics employed

to construct probability density histograms, or templates. Each individual bin of the

templates acquires a statistical uncertainty within which the bin content is unknown.
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Table 8.5. Calibration systematic uncertainty with template statics accounted for

(right), and without it (left).

Channel
Calibration uncertainty [GeV]

without template statistics with template statistics

ee 0.09612 0.16169

eµ 0.04761 0.13889

µµ 0.18242 0.22606

combined 0.03874 0.13059

Statistical fluctuations of a bin content may cause a significant shift in the value of the

top quark mass measured and therefore needs to be thoroughly estimated.

To evaluate the effect of the template bin fluctuations, a thousand measurements

are performed using the DØ data but with templates fluctuated to sample the errors

in the template. The bin content in these templates is varied by sampling a Gaussian

function with sigma equal to the bin statistical uncertainty, and the bin mean value is

taken as a default bin value. The root-mean-square of the results from a thousand data

measurements on the new templates yields a template statistics systematic of 0.5 GeV.

8.3.5.3. Signal fraction

Due to the finite MC statistics used in the νWT method calibration, the signal and

background yields are determined within some statistical uncertainty. While the relative

uncertainty on the expected number of signal events is small, the uncertainty for the

backgrounds is substantial. Thus the actual fraction of signal events depends on the

background yield uncertainty. The average signal and background fractions affect the
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measured top quark mass when constructing the likelihood function in Equation (7.23)

and also at the time of ensemble testing when forming pseudoexperiments.

To estimate the possible systematic effect of the statistical uncertainty on background

event yield, the mean yields of all background and signal processes are varied by their

uncertainties up and down. The pseudoexperiment studies are performed using the

shifted event yields to derive new calibration curves. Subsequently, the new calibrations

are used to correct the top quark mass measurement in data. The systematic effect

is evaluated by comparing the data measurements obtained with the new and default

calibrations. The uncertainty is calculated to be 0.2 GeV.
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Chapter 9

SUMMARY AND OUTLOOK

This thesis presents the measurement of the top quark pole mass in dilepton final

states with the neutrino weighting method. The measurement is performed using the

νWT event reconstruction on 4.3 fb−1 of data followed by the maximum likelihood fit.

The analyzed data was collected by the DØ detector from pp̄ collisions at
√
s = 1.96

TeV from the Fermilab Tevatron collider. The fit is applied to the first two moments

of the resulting distribution of relative weight as a function of the top quark mass. The

measurement gives,

ee : mt = 170.3± 6.4 (stat.)± 1.85 (syst.) GeV (9.1)

eµ : mt = 174.2± 3.2 (stat.)± 1.6 (syst.) GeV (9.2)

µµ : mt = 183.8± 18.0 (stat.)± 6.4 (syst.) GeV (9.3)

The combination of the measurements in the dilepton channels is

combined: mt = 173.7± 2.8 (stat.) GeV± 1.5 (syst.) GeV (9.4)

The measurement is combined with the result from the preceding measurement [109]

on 1 fb−1 of the DØ data. To produce the combination, best linear unbiased estimator

(BLUE) method1 [127], [128] is used yielding

1The BLUE method is useful to produce combination of several measurements with correlated uncer-

tainties. Each measurement is assigned a weight that is calculated using the measurements’ covariance

matrix. The unbiased estimator of measured quantity is given as weighted sum of all measurements.

The uncertainties are expressed in terms weights and the correlation coefficients.
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mt = 174.0± 2.4 (stat.) GeV± 1.4 (syst.) GeV (9.5)

As seen from Figure 9.1, the result is consistent with measurements in other channels.

To date, this is the most precise measurement of the top quark mass in dilepton channel

at publication [129]. Figure 9.2 shows the mass of an updated results of the W boson

versus mass of the top quark from Ref. [130]. The orange contour is the constraint on

mW and mt at 68% confidence level based on the data from Tevatron and LEP-II as of

summer 2012. The result is also consistent with the SM model prediction of the Higgs

mass in the range 115.5 < mH < 127 GeV.

The statistical uncertainty of the measurement can be further reduced by analyzing

the full DØ dataset of about 10 fb−1. By using two times larger dataset, the statistical

uncertainty is expected to drop by a factor of
√

2. Additionally, the reduction of the

statistical uncertainty can be also possible due to improvements in the analysis method

itself. For example, such improvements as ISR/FSR jet separation, or the template bin

fluctuations decrease. The jet separation can be performed by assigning relative weight

to the jets in events with more than two jets, as it is done in [106]. The decrease in the

template bin fluctuations can be achieved by employing larger number of MC simulated

events.
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Figure 9.1. Summary of the top quark mass measurement in different decay channels at

DØ. The DØ combination and Tevatron average of the top quark mass [131]. The mass

extracted from the cross section measurement is shown for comparison and has not been

used in the combination.
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Figure 9.2. The indirect constraints on mt and mW (orange ellipse) from LEP-II and

Tevatron data as of July 2012. Green bands are the SM relationship for the masses as a

function of the Higgs mass not excluded by the direct searches (115.5 < mH < 127 GeV

and 600 < mH < 1000 GeV).
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Appendix A

MUON QUALITY REQUIREMENTS

Appendix A outlines muon quality requirements. The B and C layers are considered

together and called the BC layer.

• Tight muons.

– |nseg| = 3

– at least two A layer wire hits

– at least one A layer scintillator hit

– at least three BC layer wire hits

– at least one BC scintillator hit

– a converged local fit (χ2 > 0)

• Medium muons.

– |nseg| = 3

– at least two A layer wire hits

– at least one A layer scintillator hit

– at least two BC layer wire hits

– at least one BC scintillator hit (except for the muons in the central region

|η| < 1.4 that have less than four BC wire hits)

or
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– nseg = 2

– at least one BC layer scintillator hit

– at least two BC layer wire hits

– located in the octant 5 and 6 with |ηdetector| < 1.6

or

– nseg = 1

– at least one scintillator hit

– at least two A layer wire hits

– located in the octant 5 and 6 with |ηdetector| < 1.6

• Loose muons. An |nseg| = 3 Loose muon is defined as a Medium muon with one

of tests from the list below failed. The A wire and scintillator requirement treated

as one test and requiring always at least one scintillator.

– |nseg| = 3

– at least two A layer wire hits

– at least one A layer scintillator hit

– at least two BC layer wire hits

– at least one BC scintillator hit (except for the muons in the central region

|η| < 1.4 that have less than four BC wire hits)

or

– nseg = 2

– at least one BC layer scintillator hit

– at least two BC layer wire hits
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or

– nseg = 1

– at least one scintillator hit

– at least two A layer wire hits.
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Appendix B

MUON ISOLATION WORKING POINTS

• TopScaledUltraLoose = ScaledTrackHalo < 1.0 and ScaledCalorimeterHalo <

1.0

• TopScaledVeryLoose = ScaledTrackHalo < 0.5 and ScaledCalorimeterHalo <

0.5

• TopScaledLoose = ScaledTrackHalo < 0.2 and ScaledCalorimeterHalo < 0.2

• TopScaledMedium = ScaledTrackHalo < 0.15 and ScaledCalorimeterHalo <

0.15

• TopScaledTight = ScaledTrackHalo < 0.1 and ScaledCalorimeterHalo < 0.1

• TopScaledVeryTight = ScaledTrackHalo < 0.05 and ScaledCalorimeterHalo <

0.05

• TopP14 = ScaledTrackHalo < 0.06, ScaledCalorimeterHalo < 0.08, and ∆R(µ, jet) >

0.5

• DeltaR = ∆R(µ, jet) > 0.5

• NPLoose = TrackHalo < 4.0GeV and CalorimeterHalo < 2.5 GeV

• NPTight = TrackHalo < 2.5 GeV and CalorimeterHalo < 2.5 GeV
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Appendix C

THE PULL VARIABLE PROBABILITY DENSITY FUNCTION

C.1. Ideal Scenario

For a selected pseudoexperiment under a given mass hypothesis mt, the pull variable

is defined through the calibrated top quark mass estimate mmeas, calib
t and its calibrated

statistical uncertainty, σmeas, calib. According to its definition in Equation (7.38), the pull

variable is constructed as follows

p ≡ mmeas, calib
t −mt

σmeas, calib
(C.1)

Both mmeas, calib
t and σmeas, calib are derived in the pseudoexperiment using the like-

lihood technique and consequently calibrated. The distribution of pulls can be obtain

by performing many pseudoexperiments. For the analysis presented in this thesis, a

thousand pseudoexperiments are performed for a given top quark mass hypothesis.

In the ideal case, the measured top quark mass mmeas, calib
t has to be distributed

around its true value mt by the Gaussian distribution

f(mmeas, calib
t ) =

1√
2πσ2

exp

(
−(mmeas, calib

t −mt)
2

2σtrue2

)
(C.2)

and the calibrated statistical error σmeas, calib to be equal width of the distribution σtrue,

i.e.

σmeas, calib = σtrue (C.3)
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To find the probability density function for pulls g(p), the change of variables tech-

nique is used. According to it, the g(p) and f(mmeas, calib
t ) are related as follows

g(p) = f(mmeas, calib
t (p))

∣∣∣∣∣dmmeas, calib
t (p)

dp

∣∣∣∣∣ (C.4)

The dependence of mmeas, calib
t as a function of p can be obtained from Equation (C.1)

mmeas, calib
t (p) = pσmeas, calib +mt (C.5)

and therefore the derivative is

dmmeas, calib
t (p)

dp
= σmeas, calib (C.6)

Changing the variables in Equation (C.2) from mmeas, calib
t to p, the expression for

f(mmeas, calib
t (p)) can be written as follows

f(mmeas, calib
t (p)) =

1√
2πσtrue2

exp

(
−(pσmeas, calib)2

2σtrue2

)
(C.7)

By plugging Equation (C.6) and (C.7) in (C.4), the probability density for the pull

is found to be

g(p) =
σmeas, calib√

2πσtrue2
exp

(
−(pσmeas, calib)2

2σtrue2

)
(C.8)

Since in the ideal scenario σmeas, calib = σtrue , the pull probability density can be

simplified, leading to the final expression as follows

gideal(p) =
1√
2π

exp

(
−p

2

2

)
(C.9)

Thus the pull probability density in the ideal case for a given top quark mass hy-

pothesis is a Gauss function with the mean value equal zero and the width equal one.
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C.2. Non-Ideal Scenario

Unlike the ideal case, in practice, the pull distribution for a given top quark mass

hypothesis is distributed by a Gaussian with a width different from one. This indicates

that the calibrated statistical uncertainty σmeas, calib is not calibrated precisely enough

and an additional correction needs to be applied.

In the non-ideal case, the calibrated statistical uncertainty is related to the unbiased

one by

σtrue ' k̄σmeas, calib (C.10)

where k̄ is the averaged over many pseudoexperiments correction factor for a given top

quark mass hypothesis.

Equation (C.10) can be re-written as

σmeas, calib ' σtrue

k̄
(C.11)

Thus to obtain the probability density function g(p) for the non-ideal scenario, Equation

(C.11) is combined with Equation (C.8) leading to the following expression

g(p) =
σtrue

k̄
√

2πσtrue2
exp

(
− (pσtrue)2

2(k̄σtrue)2

)
(C.12)

that can be further simplified and g(p) in the non-ideal case for a given top quark mass

hypothesis is given by

gnon−ideal(p) =
1√

2πk̄2
exp

(
− p2

2k̄2

)
(C.13)

Thus the pull probability density in the non-ideal case for a given top quark mass

hypothesis is a Gauss function with the non-unitary width k̄ and the mean value equal

zero.
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Appendix D

PULL-CORRECTED CALIBRATED STATISTICAL UNCERTAINTY

As it is shown in Appendix C, calibrated statistical uncertainty for a given top quark

mass hypothesis in the non-ideal scenario is related to an unbiased one by Equation

(C.10), i.e.

σtrue ' k̄σmeas, calib (D.1)

In the measurement on a dataset, however, Equation (D.1) can not be applied directly.

The value of the correction factor k̄ depends on the top quark mass hypothesis that is

not known for the case of collider data.

The study on Monte Carlo simulated data shows that pull distributions for differ-

ent top quark mass hypotheses have the widths very close to each other. Thus when

performing a measurement on the actual dataset, Equation (D.1) can be used if the

correction factor k is replaced by its average 〈k̄〉

σtrue ' 〈k̄〉σmeas, calib (D.2)

The average correction factor 〈k̄〉 is defined as an averaged of k̄ over many top quark

mass hypotheses

〈k̄〉 =
1

N

N∑
i=1

k̄i (D.3)

where i runs over top quark mass hypotheses, and N is the total number of the hypothe-

ses.
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While doing the data measurement, the best approximation of σtrue is defined as

σcalib, corr and therefore Equation (D.2) is replaced by

σcalib, corr ' 〈k̄〉σmeas, calib (D.4)

In practice, one of the possible ways to derive 〈k̄〉 that accounts for statistical devia-

tions from k̄ over range of the top quark mass hypotheses is to obtain 〈k̄〉 from a linear

fit. The width of a pull distribution is plotted versus top quark mass hypothesis for

many pseudoexperiments. By fitting the plot to the constant straight line p(mMC
t ) = λ,

the average 〈k̄〉 is defined as follows

〈k̄〉 = λ (D.5)

Thus assuming exact equality, Equation (D.4) can be re-written by

σcalib, corr = λσmeas, calib (D.6)

Equation (D.6) is employed in the analysis of this thesis to correct the statistical un-

certainty after it has been calibrated with the mass calibration curve. The derived

uncertainty σcalib, corr is also known as pull-corrected calibrated statistical uncertainty.
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